THE NONLOCAL BOUNDARY VALUE PROBLEM WITH PERTURBATIONS OF MIXED BOUNDARY CONDITIONS FOR AN ELLIPTIC EQUATION WITH CONSTANT COEFFICIENTS. I

In this article we investigate a problem with nonlocal boundary conditions which are multipoint perturbations of mixed boundary conditions in the unit square $G$ using the Fourier method.

The properties of a generalized transformation operator $R : L^2(G) \to L^2(G)$ that reflects normalized eigenfunctions of the operator $L_0$ of the problem with mixed boundary conditions in the eigenfunctions of the operator $L$ for nonlocal problem with perturbations, are studied. We construct a system $V(L)$ of eigenfunctions of operator $L$. Also, we define conditions under which the system $V(L)$ is total and minimal in the space $L^2(G)$, and conditions under which it is a Riesz basis in the space $L^2(G)$. In the case if $V(L)$ is a Riesz basis in $L^2(G)$, we obtain sufficient conditions under which nonlocal problem has a unique solution in form of Fourier series by system $V(L)$.
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1 INTRODUCTION

The fundamentals of the theory of linear differential equations in partial derivatives with constant coefficients were established by L. Ehrenpreis, L. Hermander, V. Malgrange, I. Petrovsky.

Boundary value problems in bounded domains for certain classes of differential equations with constant coefficients have been studied in [1–13]. This paper is a continuation of the investigations that were begun in [3–6].

For our investigation we will use the following notations. Let $G := \{ x := (x_1, x_2) \in \mathbb{R}^2 : 0 < x_1, x_2 < 1 \}$, $D_1$, $D_2$ are the operators of differentiation by the variables $x_1$, $x_2$ respectively; $H_0 := L^2(0,1)$, $H_1 := L^2(G)$; $H_2 := W^{2n}_2(G)$ be a Sobolev space with a scalar product and norm respectively

$$(u, v; H_2) := (u, v; H_1) + (D_1^{2n} u, D_1^{2n} v; H_1) + (D_2^{2n} u, D_2^{2n} v; H_1), \quad \| u; H_2 \| := \sqrt{(u, u; H_2)};$$

$W := \{ v \in C[0, 1] : v^{(s)} \in C[0, 1], s = 1, \ldots, 2n - 1, v^{(2n)} \in H_0 \}$;

$H_{0,s} := \{ u(t) \in H_0 : u(t) \equiv (-1)^s u(1 - t) \}, \quad s \in \{0, 1\};$
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Let us consider the boundary value problem

\[
L(-D_1^2, -D_2^2)u := \sum_{j=0}^{n} a_j D_1^{2j} D_2^{2n-2j} u = f(x), \; x \in G,
\]

(1)

where

\[
\ell_{s,1} u := D_1^{2s-2} u|_{x_1=0} + D_1^{2s-2} u|_{x_1=1} + \ell^0_{s,1} u = 0,
\]

(2)

\[
\ell_{n+s,1} u := \frac{D_1^{2s-2} u|_{x_1=0} - D_1^{2s-2} u|_{x_1=1}}{n+1},
\]

(3)

\[
\ell_{s,2} u := D_2^{2s-2} u|_{x_2=0} + D_2^{2s-2} u|_{x_2=1} = 0,
\]

(4)

\[
\ell_{n+s,2} u := D_2^{2s-1} u|_{x_2=0} + D_2^{2s-1} u|_{x_2=1} = 0, \; s = 1, \ldots, n,
\]

(5)

\[
\ell^0_{s,1} u := \sum_{r=0}^{s_1} \sum_{q=0}^{n_1} b_{s,q,r} D_1^{q} u|_{x_1=x_1,r}, \; s = 1, \ldots, n,
\]

(6)

\[
0 = x_{1,1} < x_{1,2} < \cdots < x_{1,n_1} \leq 1, \; a_j, \; b_{s,q,r} \in \mathbb{R},
\]

\[
q = 0, 1, \ldots, s_1, \; s_1 < 2n, \; r = 0, 1, \ldots, n_1, \; s = 1, \ldots, n, \; j = 0, 1, \ldots, n.
\]

Let \( L : H_1 \rightarrow H_1 \) be the operator of the problem (1)–(6) and

\[
Lu := L(-D_1^2, -D_2^2)u, \; u \in D(L),
\]

\[
D(L) := \{u \in H_2 : \ell_{s,j} u = 0, \; s = 1, \ldots, 2n, \; j = 1, 2\}.
\]

**Definition.** The function \( y \in D(L) \), that satisfies equality \( \|L(-D_1^2, -D_2^2)y - f; H_1\| = 0 \), is called a solution of problem (1)–(6).

Let us consider the following assumptions and theorems, that are necessary for further investigation.

1. Assumption \( P_1: b_{s,q,r} = (-1)^q b_{s,q,n_1-r}, \; x_{1,r} = 1 - x_{1,n_1-r}, \; r = 0, 1, \ldots, n_1, \; s = 1, \ldots, n \).

2. Assumption \( P_2: k_{s,1} \leq 2s - 2, \; s = 1, \ldots, n \).

3. Assumption \( P_3: \) for any real numbers \( \mu_1, \mu_2 \) the positive number \( C_1(L) \) exists, that the inequality \( C_1(L) |\mu|^2 \leq |L(\mu_1, \mu_2)|, \; \mu := (\mu_1, \mu_2), \; |\mu|^2 := |\mu_1|^2 + |\mu_2|^2, \) holds.

**Theorem 1.** Let Assumption \( P_1 \) holds. Then, for an arbitrary \( a_q \in \mathbb{R}, \; q = 0, 1, \ldots, n, \; b_{s,q,r} \in \mathbb{R} \), the operator \( L \) has a set of eigenvalues

\[
\sigma := \{\lambda_{k,m} := L(\mu_{1,k}, \mu_{2,m}), \; \mu_{1,k} = \pi^2 k^2, \; \mu_{2,m} = \pi^2 (2m - 1)^2, \; k \in \mathbb{N}, \; m \in \mathbb{N}\},
\]

(7)

and the system \( V(L) \) of eigenfunctions, which is complete and minimal in the space \( H_1 \).

**Theorem 2.** Let Assumptions \( P_1-P_3 \) hold. Then, the operator \( L \) has the system \( V(L) \) of eigenfunctions, which is the Riesz basis of the space \( H_1 \).

**Theorem 3.** Let Assumptions \( P_1-P_3 \) hold. Then, for arbitrary function \( f \in H_1 \) the unique solution of problem (1)–(6) exists.
Let $A_0$ be the operator of boundary problem in the space $H_0$:

$$-z^{(2)}(t) = g(t), \ t \in (0, 1), \ z(0) = z(1) = 0;$$ \hspace{1cm} (1)

$$A_0 z := -z^{(2)}(t), \ z(t) \in D(A_0), \ D(A_0) := \{ z \in W^2_2(0, 1) : z(0) = z(1) = 0 \};$$ \hspace{1cm} (2)

$$T_1 := \{ \tau_{1,s,k}(t) \in H_0 : \tau_{1,s,k}(t) := \sqrt{2} \sin \rho_{s,k} t, \ \rho_{s,k} = \pi(2k + s - 1), \ k \in \mathbb{N}, \ s = 0, 1 \};$$ \hspace{1cm} (3)

$$T_{1,s} := \{ \tau_{1,s,k}(t) \in H_{0,s}, \ k \in \mathbb{N} \}, \ s = 0, 1;$$ \hspace{1cm} (4)

$$\sigma(A_0) := \{ \mu_{1,k} = \pi^2 k^2, \ k \in \mathbb{N} \}.$$ \hspace{1cm} (5)

**Lemma 1.** The operator $A_0$ has the point spectrum $\sigma(A_0)$ and system of eigenfunctions $T_1$.

**Proof.** A direct substitution proves that the elements of system $T_1$ are the eigenfunctions of operator $A_0$, which correspond to the eigenvalues $\sigma(A_0)$.

Taking into account that the subsystem of eigenfunctions $T_{1,s}$ of the operator $A_0$ is an orthonormal basis of spaces $H_{0,s}$, $s = 0, 1$, we obtain the statement of the lemma. \hfill \square

Let $\Theta = \{ \theta_k \}_{k=1}^{\infty}$ be any sequence of real numbers. We consider the operator $A_\Theta : H_0 \to H_0$, which has a set of eigenvalues $\sigma(A_\Theta)$, and the system of eigenfunctions

$$V(A_\Theta) := \{ v_{s,k}(t, A_\Theta) \in H_0 : v_{0,k}(t, A_\Theta) := \tau_{0,k}(t), \ v_{1,k}(t, A_\Theta) := \tau_{1,k}(t) + \theta_k \sqrt{2} \cos 2k\pi t, \ k \in \mathbb{N} \}.$$ \hspace{1cm} (6)

**Lemma 2.** For an arbitrary sequence $\Theta$ the system of functions $V(A_\Theta)$ is complete and minimal in the space $H_0$. The system of functions $V(A_\Theta)$ is the Riesz basis of this space if and only if the sequence $\Theta$ is bounded.

**Proof.** Suppose that the system $V(A_\Theta)$ is not complete in the space $H_0$.

Let us suppose that there exist functions $f = f_0 + f_1 \in H_0$, and $f_s \in H_{0,s}$, $s = 0, 1$, for which the conditions of orthogonality hold:

$$(f, v_{s,k}(t, A_\Theta); H_0) = 0, \ s = 0, 1, \ k \in \mathbb{N}.$$ \hspace{1cm} (7)

Taking into account, that the system of functions $\tau_{1,0,q}(t) = v_{0,q}(t, A_\Theta), \ q \in \mathbb{N}$, is an orthonormal basis of the space $H_{0,0}$ with respect to the condition of orthogonality, we obtain $f_0 = 0$. Thus $f = f_1 \in H_{0,1}$.

According to the condition of orthogonality we have the relation

$$(f, v_{1,k}(t, A_\Theta); H_0) = (f, \tau_{1,1,k}(t); H_0) = 0, \ k \in \mathbb{N}.$$ \hspace{1cm} (8)

Taking into account the totality of the system of functions $V_1(L_0) = T_{1,1}$ in the space $H_{0,1}$, we have $f = f_1 \equiv 0$. Thus the system $V(A_\Theta)$ is total (complete) in the space $H_0$. Therefore, the operator $A_\Theta$ is defined on a dense set of the space $H_0$.

In the space $H_0$ let us define the operators

$$R(A_\Theta) := E + S(A_\Theta), \ S(A_\Theta) \tau_{1,0,q}(t) := 0, \ S(A_\Theta) \tau_{1,1,q}(t) := \theta_q \sqrt{2} \cos 2q\pi t \in H_{0,0}, \ q \in \mathbb{N}.$$ \hspace{1cm} (9)

According to equality $S^2(A_\Theta) = 0$ we get the relation $R^{-1}(A_\Theta) = E - S(A_\Theta)$. Therefore, the system of functions $V(A_\Theta)$ is minimal in the space $H_0$. Let us prove the second part of the lemma.
Necessity. We choose any bounded sequence $\Theta$ and show that $S(A_\Theta): H_0 \to H_0$ is a bounded operator. Let us expand an arbitrary function $h \in H_0$ into Fourier series

$$h = \sum_{k=1}^{\infty} \sum_{j=0}^{1} h_{j,k} \tau_{1,j,k}(t).$$

Consider $S(A_\Theta)h = \sum_{k=1}^{\infty} \theta_m h_{1,k} \sqrt{2} \cos 2k\pi t$.

Taking into account that the system of functions $\{1, \cos 2k\pi t, k \in \mathbb{N}\}$ is an orthonormal basis of $H_{0,0}$ and using Cauchy’s inequality, we obtain

$$\|S(A_\Theta)h; H_0\|^2 \leq C_1 \|h; H_0\|^2, \quad C_1 = \max |\theta_k|^2.$$

Thus $S(A_\Theta) \in [H_0]$. Taking into account the relation $R^{-1}(A_\Theta) = E - S(A_\Theta)$, we obtain an estimate

$$\|R^{-1}(A_\Theta); [H_0]\|^2 \leq C_2, \quad C_2 = 2 + 2C_1.$$

Thus the system $V(A_\Theta)$ is the Riesz basis by definition.

Sufficiency. Let $V(A_\Theta)$ be the Riesz basis in the space $H_0$. Therefore, this system is almost normalized. Thus, for any positive numbers $C_3 \leq C_4$ the next inequality holds:

$$C_3 \leq \|v_{s,m}(t, A_\Theta); H_0\| \leq C_4 < \infty, \quad m \in \mathbb{N}.$$

Taking into account the equalities

$$\|v_{0,k}(t, A_\Theta); H_0\| = 1, \quad \|v_{1,m}(t, A_\Theta); H_0\| = 1 + |\theta_m|, \quad k = 0, 1, \ldots, \quad m \in \mathbb{N},$$

we obtain the proof of sufficiency.

Let $B_0$ be the operator of spectral problem

$$-z^{(2)}(t) = \mu z(t), \quad \mu \in \mathbb{C},$$

$$\ell_1 z := z(0) + z(1) = 0,$$

$$\ell_2 z := z^{(1)}(0) + z^{(1)}(1) = 0,$$

$$B_0 z := -z^{(2)}(t), \quad z(t) \in D(B_0), \quad D(B_0) := \{z \in W_2^0(0, 1): \ell_s z = 0, \quad s = 1, 2\},$$

$$T_2 := \{\tau_{2,r,m}(t) \in H_0: \tau_{2,0,m}(t) := \sqrt{2} \sin \pi(2m - 1)t, \quad \tau_{2,r,m}(t) := \sqrt{2} \cos \pi(2m - 1)t, \quad m \in \mathbb{N}\},$$

$$\sigma(B_0) := \{\mu_{2,m} = \pi^2(2m - 1)^2, \quad m \in \mathbb{N}\}.$$

Lemma 3. The operator $B_0$ has the point spectrum $\sigma(B_0)$ and system of eigenfunctions $T_2$.

Proof. After performing a direct substitution we obtain that

$$\tau_{2,r,m}(t) \in D(B_0), \quad -\tau_{2,r,m}^{(2)}(t) = \mu_{2,m} \tau_{2,r,m}(t), \quad r = 0, 1, \quad m \in \mathbb{N}.$$

Thus operator $L_0$ has the system of eigenfunctions $V(L_0)$, which corresponds to the set of eigenvalues $\sigma$. \qed
For the equation (1) we consider the boundary conditions \( \ell_{0,s,j}u = 0, s = 1, \ldots, 2n, j = 1, 2 \), which are the partial case of boundary conditions (2)–(6) for \( \ell_{s,1}^{1}u = 0, s = 1, \ldots, n \).

Let \( L_0 : H_1 \to H_1 \) be the operator of the obtained problem

\[
L_0 u := L \left( -D_1^2, -D_2^2 \right) u, \ u \in D(L_0), \ D( L_0 ) := \{ u \in H_2 : \ell_{0,s,j}u = 0, s = 1, \ldots, 2n, j = 1, 2 \},
\]

and

\[
V(L_0) := \{ v_{r,s,k,m}(x, L_0) \in H_1 : v_{r,s,k,m}(x, L_0) := \tau_{1,s,k}(x_1) \tau_{2,r,m}(x_2), \ r, s \in \{ 0, 1 \}, \ m, k \in \mathbb{N} \}
\]

be the orthonormal basis of the space \( H_1 \).

Considering the ratio \( L_0 = (-1)^n \sum_{s=0}^{n} A_{s}^{s} B_{n-s}^{s} \), we obtain the following statement.

**Lemma 4.** The operator \( L_0 \) has eigenvalues (7) and the system of eigenfunctions \( V(L_0) \).

2. **The non self-adjoint problem for a differential equation of even order**

For any fixed \( p \in \{ 1, \ldots, n \} \) we consider the problem

\[
L( -D_1^2, -D_2^2 ) u := \sum_{s=0}^{n} a_s D_1^{2s} D_2^{2n-2s} u(x) = \lambda u(x), \ x \in G, \ \lambda \in \mathbb{C},
\]

(8)

\[
\ell_{1,s,1} u := D_1^{2s-2} u |_{x_1=0} + D_1^{2s-2} u |_{x_1=1} = 0, \ s \neq p, \ s = 1, \ldots, n,
\]

(9)

\[
\ell_{1,p,1} u := D_1^{2p-2} u |_{x_1=0} + D_1^{2p-2} u |_{x_1=1} + \ell_{p,1}^0 u = 0,
\]

(10)

\[
\ell_{1,n+s,1} u := D_1^{2s-2} u |_{x_1=0} - D_1^{2s-2} u |_{x_1=1} = 0, \ s \neq p, \ s = 1, \ldots, n,
\]

(11)

\[
\ell_{1,s,2} u := D_2^{2s-2} u |_{x_2=0} + D_2^{2s-2} u |_{x_2=1} = 0, \ s = 1, \ldots, n,
\]

(12)

\[
\ell_{1,n+s,2} u := D_2^{2s-1} u |_{x_2=0} + D_2^{2s-1} u |_{x_2=1} = 0, \ s = 1, \ldots, n.
\]

(13)

Let \( L_{1,p} \) be the operator of the problem (8)–(13):

\[
L_{1,p} u := L( -D_1^2, -D_2^2 ) u, \ u \in D \left( L_{1,p} \right),
\]

\[
D \left( L_{1,p} \right) := \{ u \in H_2 : \ell_{1,r,j}u = 0, r = 1, \ldots, 2n, j = 1, 2 \},
\]

and \( V \left( L_{1,p} \right) \) be the system of eigenfunctions of the operator \( L_{1,p} \).

For any fixed \( m \in \mathbb{N} \) let’s consider the solutions of problem (8)–(13) in the form of product

\[
u(x) := z( x_1 ) \tau_{2,s,m} ( x_2 ), \ s \in \{ 0, 1 \}.
\]

To determine the unknown function \( z(x_1) \), we obtain the problem for eigenvalues

\[
\sum_{q=0}^{n} a_q (-1)^{n-q} \mu_{2,m}^{n-q} z^{(2q)}(x_1) = \lambda z(x_1), \ x_1 \in (0, 1), \ \lambda \in \mathbb{C},
\]

(14)

\[
l_{s,1}^1 z := z^{(2s-2)}(0) + z^{(2s-2)}(1) = 0, \ s \neq p, \ s = 1, \ldots, n,
\]

(15)

\[
l_{p,1}^1 z := z^{(2p-2)}(0) + z^{(2p-2)}(1) + \ell_{p,1}^0 z = 0,
\]

(16)
where
\[ f_{p,1}^0 z := \sum_{q=0}^{k_{p,1}} \sum_{r=0}^{n_1} b_{p,q,r} z^{(q)}(x_{1,r}), \quad p = 1, \ldots, n. \] (18)

Let \( L_{1,p,m} \) be the operator of problem (14)–(18):
\[ L_{1,p,m} z := \sum_{s=0}^{n} a_s(-1)^{n-s} \mu_{2,m}^{n-s} z^{(2s)}, \quad z \in D(L_{1,p,m}), \]
\[ D(L_{1,p,m}) := \{ z \in W : l_{j,1}^1 z = 0, \quad j = 1, \ldots, 2n \}. \]

**Lemma 5.** Let Assumption \( P_1 \) holds. Therefore, for any \( a_q \in \mathbb{R}, \quad b_{p,q,r} \in \mathbb{R}, \quad q = 0, 1, \ldots, k_{p,1}, \quad r = 0, 1, \ldots, n_1, \quad m, \quad p \in \mathbb{N}, \) the operator \( L_{1,p,m} \) has the set of eigenvalues \( \sigma_m := \{ \lambda_{k,m} \in \sigma, \quad k \in \mathbb{N} \} \), and the system of eigenfunctions \( V(L_{1,p,m}) \), which is complete and minimal in the space \( H_0 \).

**Proof.** The solutions \( \omega_{r,m}(\lambda), \quad r = 1, \ldots, n, \) of equation
\[ \sum_{s=0}^{n} a_s(-1)^{n-s} \mu_{2,m}^{n-s} \omega^{2s} = \lambda, \]
which is characteristic for equations (14), choose to fulfill the conditions
\[ \text{Re} \omega_{n,m}(\lambda) \leq \text{Re} \omega_{n-1,m}(\lambda) \leq \cdots \leq \text{Re} \omega_{1,m}(\lambda) \leq 0. \]

Let us determine the functions
\[ z_{q,m}(x_1,\lambda) := \frac{1}{2} (\exp \omega_{q,m}(\lambda) x_1 + \exp \omega_{q,m}(\lambda) (1 - x_1)) \in H_{0,0}, \quad q = 1, \ldots, n, \]
\[ z_{n+q,m}(x_1,\lambda) := \frac{1}{2} (\exp \omega_{q,m}(\lambda) x_1 - \exp \omega_{q,m}(\lambda) (1 - x_1)) \in H_{0,1}, \quad q = 1, \ldots, n, \]
\[ z_m(x_1) = \sum_{j=1}^{2n} c_j z_{j,m}(x_1,\lambda), \quad c_j \in \mathbb{R}. \] (19)

Substituting expression (19) into boundary conditions (15)–(17), we obtain an equation for determining of eigenvalues for operator \( L_{1,p,m} \):
\[ \Delta_m(\lambda) = \det(l_{j,1}^1 z_{j,m}(x_1,\lambda))_{j,q=1}^{2n} = 0. \]

According to the relations \( z_{rn+q,m}(x_1,\lambda) \in H_{0,r}, \quad l_{q,s}^1 z_{n+q,m}(x_1,\lambda) \in W^r_s, \quad r \in \{0,1\}, \quad l_{p,1}^0 \in W^r_1, \) we obtain
\[ l_{n+q,m}^1 z_{j,m}(x_1,\lambda) = 0, \quad l_{q,1}^1 z_{n+q,m}(x_1,\lambda) = 0, \quad j, q = 1, \ldots, n, \]
\[ \Delta_m(\lambda) = \Delta_{0,m}(\lambda) \Delta_{1,m}(\lambda), \]
\[ \Delta_m(\lambda) = \prod_{q=1}^{n} (1 - e^{2\omega_{q,m}(\lambda)}) \prod_{1 \leq j < q \leq n} (\omega_{j,m}(\lambda) - \omega_{q,m}(\lambda))^2 = 0. \] (20)

Let \( \omega_{r,k,m} \) be roots of the equation (20) for \( \lambda = \lambda_{k,m} \), which are selected so that \( \omega_{1,k,m} = i\pi k, \quad \text{Re} \omega_{n,k,m} \leq \text{Re} \omega_{n-1,k,m} \leq \cdots \leq \text{Re} \omega_{1,k,m} \leq 0, \quad k \in \mathbb{N}. \) Substituting expression (19) in boundary conditions (15)–(17), we can find the eigenfunctions of the operator \( L_{1,p,m} \):
\[ v_{0,k}(x_1, L_{1,p,m}) = \sqrt{2} \sin \rho_{0,k} x_1, \quad \rho_{0,k} = \pi(2k - 1), \quad k \in \mathbb{N}. \] (21)
Let us define the system of functions
\[ z_{1,1,k,m}(x_1) = \sqrt{2} \cos \rho_{1,k} x_1, \quad \rho_{1,k} = 2k\pi, \quad k \in \mathbb{N}, \]
\[ z_{1,q,k,m}(x_1) := \frac{1}{2} \left( 1 + \exp \omega_{q,k,m} \right)^{-1} \left( \exp \omega_{q,k,m} x_1 + \exp \omega_{q,k,m} (1-x_1) \right), \quad k \in \mathbb{N}, \]
and a square matrix of order \( n \), elements of which we define by the following rule: \( p \)th row is defined by functions (22), (23), and elements of other rows is defined by numbers\( \phi_{q,r,k,m} := \rho_{1,k}^{2p-q^2} l_{1,r} z_{1,q,k,m}, \quad \psi_{q,r,k,m} = \rho_{1,k}^{2p-q^2} \omega_{q,k,m}, \quad q = 2, 3, \ldots, n, \quad r \neq p, \quad r = 1, \ldots, n. \)
\[ \phi_{1,r,k,m} = 2\sqrt{2}, \quad r \neq p, = 2, 3, \ldots, n, \quad k \in \mathbb{N}. \]

**Determinant of the given matrix** is denoted by\( z_{2,p,k,m}(x_1), \quad k \in \mathbb{N}. \)

**Remark 1.** For any fixed \( m \in \mathbb{N} \) and \( k \to \infty \), we obtain the relation
\[ \delta_{1,k,m} := \omega_{1,k,m}^2 \rho_{1,k}^{-1} = \iota, \]
\[ \delta_{q,k,m} := \rho_{1,k}^{2q} \omega_{q,k,m} = \epsilon_q \left( 1 + O \left( k^{-1} \right) \right), \]
where \( \epsilon_q \) are the solutions of equation \((-1)^n (\epsilon)^{2n} = 1, \quad \epsilon_1 = \iota, \quad \Im \epsilon_q < 0, \quad q = 2, 3, \ldots, n. \)

Substituting function \( z_{2,p,k,m}(x_1) \) in boundary conditions (14)–(17), we obtain the equalities
\[ \ell_{1,s}, z_{2,p,k,m} = 0, \quad s \neq p, \quad \ell_{1,p}, z_{2,p,k,m} := c_{p,k,m}, \quad s = 1, \ldots, 2n, \quad k \in \mathbb{N}, \]
where \( c_{p,k,m} = \sqrt{2} \rho_{1,k}^{2p-2} W_{k,m}, \quad W_{k,m} = W \left( \delta_{1,k,m}, \ldots, \delta_{n,k,m} \right) \) is Vandermonde determinant of order \( n \), which is constructed by numbers \( \delta_{k,k,m}, \quad q = 1, \ldots, n. \)

**Remark 2.** For arbitrary \( m \in \mathbb{N} \) and \( k \to \infty \) the number sequence \( \{W_{k,m}\}_{k=1}^{\infty} \) converges to Vandermonde determinant \( W \left( \epsilon_1^2, \epsilon_2^2, \ldots, \epsilon_n^2 \right) \), which is constructed by numbers \( \epsilon_1^2, \ldots, \epsilon_n^2. \)

Therefore, \( \phi_{q,r,k,m} = \epsilon_q^{2r-2} (1 + O \left( \frac{1}{k} \right)) \), \( k \to \infty, \quad q = 1, \ldots, n. \)

Thus, the positive numbers \( C_5, C_6 \) exist such that the following inequality holds:
\[ 0 < C_5 \leq |c_{p,k,m}| \rho_{1,k}^{2p-2} \leq C_6 < \infty, \quad k \in \mathbb{N}. \]

Let us choose the functions
\[ z_{3,p,k,m}(x_1) := W_{k,m}^{-1} z_{2,p,k,m}(x_1), \quad k \in \mathbb{N}. \]

Taking into account equalities (24), we obtain the relations
\[ \ell_{1,s} z_{3,p,k,m} = 0, \quad s \neq p, \quad \ell_{1,p} z_{3,p,k,m}(x_1) = 2\sqrt{2} \rho_{1,k}^{2p-2}, \quad s = 1, \ldots, n. \]
\[ \Delta_{j,s,k,m} := \det(\phi_{q,r,k,m})_{q \neq j, r \neq s}. \]

Let the functions \( y_{p,k,m}(x_1) := \Delta_{1,1,k,m}^{-1} z_{3,p,k,m}(x_1), \quad j = 2, 3, \ldots, n. \)
\[ y_{p,k,m}(x_1) = z_{1,1,k,m}(x_1) + \sum_{j=2}^{n} \gamma_{j,p,k,m} z_{1,j,k,m}(x_1), \quad k \in \mathbb{N}, \]
where \( \gamma_{j,p,k,m} = \Delta_{1,1,k,m}^{-1} \Delta_{j,p,k,m}, \quad j = 2, 3, \ldots, n. \)
From formulas (24)–(26) we obtain

\[ y_{p,k,m}(x_1) = c_{1,p,k,m}z_{2,p,k,m}(x_1), \]

where

\[ c_{1,p,k,m} = W_{k,m}^{-1}A_{1,p,k,m}, \quad C_7 < c_{1,p,k,m} < C_8 < \infty. \]

Therefore,

\[ l^1_{1,p}y_{p,k,m}(x_1) = c_{1,p,k,m}2\sqrt{2}p^{2p-2}l^1_{1,s}y_{p,k,m}(x_1) = 0, \quad s \neq p, \quad s = 1, \ldots, n. \]

The eigenfunctions \( v_{1,k}(x_1, L_{1,p,m}) \) of the operator \( L_{1,p,m} \) we define by the equality

\[ v_{1,k}(x_1, L_{1,p,m}) := \tau_{1,1,k}(x_1) + \eta_{p,k,m}y_{p,k,m}(x_1), \quad k \in \mathbb{N}. \] (27)

To determine the unknown parameters \( \eta_{p,k,m} \), we substitute the expression (27) in the boundary conditions (16), (17).

Taking into account (24), we obtain

\[ \eta_{p,k,m} = (-1)^p \sqrt{8^{-1}c_{1,p,k,m}^{2-2p}l^1_{1,p}\tau_{1,1,k}}, \quad k \in \mathbb{N}. \] (28)

Thus, the operator \( L_{1,p,m} \) has the system \( V(L_{1,p,m}) \) of eigenfunctions (21), (24), (28).

The completeness of the system of functions \( V(L_{1,p,m}) \) in the space \( H_0 \) is proved from the opposite, like in the proof of the Lemma 2.

Let us consider the operators

\[ R(L_{1,p,m}), S(L_{1,p,m}) : H_0 \to H_0, \quad R(L_{1,p,m}) = E + S(L_{1,p,m}), \]

\[ R(L_{1,p,m})\tau_{1,0,k}(x_1) := \tau_{1,0,k}(x_1), \quad R(L_{1,p,m})\tau_{1,1,k}(x_1) := v_{1,k}(x_1, L_{1,p,m}), \quad k \in \mathbb{N}. \]

From the definition of operator \( S(L_{1,p,m}) \) we obtain \( S(L_{1,p,m}) : H_{0,0} \to 0, \quad S(L_{1,p,m}) : H_{0,1} \to H_{0,0}, \quad S^2(L_{1,p,m}) = 0, \quad R^{-1}(L_{1,p,m}) = E - S(L_{1,p,m}). \) Therefore, the system of functions \( V(L_{1,p,m}) \) is minimal in the space \( H_0. \) Lemma 5 is proved. \( \square \)

Let \( \theta_k = \eta_{p,k,m}, \) then \( A_{p,m} := A_\Theta, \quad k, m \in \mathbb{N}, \quad p \in \{1, \ldots, n\}. \)

**Lemma 6.** If \( \{\eta_{p,k,m}\}_{k=1}^\infty \) is a bounded sequence, then the system of functions \( V(L_{1,p,m}) \) is the Riesz basis in the space \( H_0. \)

**Proof.** Taking into account the definition of the function \( y_{p,k,m}(x_1) \) and the choice of numbers \( \omega_{q,k,m}, \quad q = 1, \ldots, n, \) we can conclude: if \( \theta_k = \eta_{p,k,m}, \quad k \in \mathbb{N}, \quad p \in \{1, \ldots, n\}, \) is a bounded sequence, then the systems of functions \( V(L_{1,p,m}), \) \( V(A_{p,m}) \) are quadratically approximate for every \( m \in \mathbb{N}, \quad p \in \{1, \ldots, n\}. \)

Therefore, taking into account the Lemma 5 and the theorem N.K. Bari [10], we obtain the statement of Lemma 6. \( \square \)

Let us choose an arbitrary sequence of real numbers \( \Theta = \{\theta_k\}_{k=1}^\infty \) and define the operator \( A_{\Theta,p,m} : H_0 \to H_0, \) which has the set of eigenvalues \( \sigma_{1,m} = \{\lambda_{k,m} \in \sigma, \quad k \in \mathbb{N}\} \) and the system \( V(A_{\Theta,p,m}) := \{v_{s,k,m}(x_1, A_{\Theta,p,m}) \in H_0 : \quad s = 0, 1, \quad k \in \mathbb{N}\} \) of eigenfunctions

\[ v_{0,k,m}(x_1, A_{\Theta,p,m}) := \tau_{1,0,k}(x_1), \quad v_{1,k,m}(x_1, A_{\Theta,p,m}) := \tau_{1,1,k}(x_1) + \theta_ky_{p,k,m}(x_1), \quad k \in \mathbb{N}. \] (29)
Consider the operators
\[
R(A_{\Theta,p,m}) := E + S(A_{\Theta,p,m}),
\]
\[
S(A_{\Theta,p,m}) \tau_{1,0,k}(x_1) := 0,
\]
\[
S(A_{\Theta,p,m}) \tau_{1,1,k}(x_1) := \theta_k y_{p,k,m}(x_1), \quad k \in \mathbb{N}.
\]

Let \( \Gamma_{1,p}(L_{0,m}) \) be the set of operators, which have purely point spectrum \( \sigma_{1,m} \) and the system of eigenfunctions (29).

We define on \( \Gamma_{1,p}(L_{0,m}) \) the commutative multiplication operation
\[
R(A_{\Theta_1,p,m}) R(A_{\Theta_2,p,m}) = E + S(A_{\Theta_1,p,m}) + S(A_{\Theta_2,p,m}) = R(A_{\Theta_2,p,m}) R(A_{\Theta_1,p,m}),
\]
\[
A_{\Theta_1,p,m}, A_{\Theta_2,p,m} \in \Gamma_{1,p}(L_0),
\]
and inverse operator \( R^{-1}(A_{\Theta,p,m}) = E - S(A_{\Theta,p,m}), \quad A_{\Theta,p,m} \in \Gamma_1(L_{0,m}). \)

**Lemma 7.** For any real numbers \( \theta_q \in \mathbb{R}, \quad q \in \mathbb{N}, \) the system of functions \( V(A_{\Theta,p,m}) \) is complete and minimal in the space \( H_0. \) The system of functions \( V(A_{\Theta,p,m}) \) is the Riesz basis in \( H_0 \) if and only if the sequence \( \Theta \) is bounded.

**Proof.** The lemma can be proved by the schema of proof the Lemma 2.

We define by the formulas
\[
v_{s,r,k,m}(x, L_{1,p}) := v_{s,k}(x_1, L_{1,p}) \tau_{2,r,m}(x_2), \quad s, r \in \{0,1\}, \quad k, m \in \mathbb{N}, \quad (30)
\]
the eigenfunctions of operator \( L_{1,p}. \)

**Lemma 8.** Suppose that the Assumption \( P_1 \) holds. Then, for arbitrary \( a_s \in \mathbb{R}, \quad b_{p,q,r} \in \mathbb{R}, \) the operator \( L_{1,p} \) has the point spectrum \( \sigma \), and the system of eigenfunctions \( V(L_{1,p}) := \{v_{s,r,k,m}(x, L_{1,p}) \}, \quad s, r \in \{0,1\}, \quad k, m \in \mathbb{N} \} \), which is complete and minimal in \( H_1. \)

If the Assumptions \( P_1-P_3 \) hold, then the system of functions \( V(L_{1,p}) \) is the Riesz basis in the space \( H_1. \)

**Proof.** Substituting functions (30) into the equations (8)–(13) makes sure that the numbers \( \lambda_{k,m} \in \sigma \) are eigenvalues, if \( k, \quad m \in \mathbb{N}. \)

In the space \( H_1 \) we define the operator \( R(L_{1,p}) := E + S(L_{1,p}) \), which maps the system of functions \( V(L_0) \) into \( V(L_{1,p}) \).

The operator \( R(L_{1,p}) \) has the form
\[
R(L_{1,p}) := \sum_{r,m} R(L_{1,p,m}) \times \pi_{2,r,m},
\]
where \( \pi_{2,r,m} \) is the orthoprojector into the one-dimensional proper subspace in \( H_0 \), which corresponds to eigenfunction \( \tau_{2,r,m}(x_2) \) of operator \( B_0. \)

We consider the operator \( A_{p} : H_1 \to H_1, \) which has purely point spectrum \( \sigma(A_{p}) := \{\lambda_{k,m} \in \mathbb{R} : \lambda_{k,m} = \mu_{1,k} + \mu_{2,m}, \quad k, m \in \mathbb{N} \} \) and the system of eigenfunctions
\[
V(A_{p}) := \{v_{s,r,k,m}(x_1, x_2, A_{p}) := v_{s,k}(x_1, A_{p,m}) \tau_{2,r,m}(x_2), \quad s, r \in \{0,1\}, \quad k, m \in \mathbb{N} \}.
\]

Let \( R(A_{p}) := \sum_{r,m} R(A_{p,m}) \times \pi_{2,r,m}. \)
According to the Lemma 5, for an arbitrary \( m \in \mathbb{N} \) the system of functions \( W \left( L_{1,p,m} \right) \) exists, and it is biorthogonal to the system \( V \left( L_{1,p,m} \right) \).

Therefore, we can define the elements of system \( W \left( L_{1,p} \right) \), which is biorthogonal to system \( V \left( L_{1,p} \right) \) in the space \( H_1 \):

\[
w_{s,r,k,m}(x_1, x_2, L_{1,p}) = w_{s,k}(x_1, L_{1,p,m})\tau_{2,r,m}(x_2), \quad s, \ r \in \{0, 1\}, \ k, \ m \in \mathbb{N}.
\]

Thus, the system \( V \left( L_{1,p} \right) \) is complete and minimal in \( H_1 \).

Therefore, when the Assumptions \( P_2 \) and \( P_3 \) hold, then we obtain the inequality \( |\eta_{p,k,m}| \leq C_9 < \infty \), for arbitrary \( m, \ k \in \mathbb{N} \). Taking into account the estimates \( \|R(A_p);[H_1]\|^2 \leq C_{10} \), we obtain the statement: eigenfunctions (30) of operator \( A_p \) are almost normalized, and system \( V \left( A_p \right) \) is the Riesz basis of the space \( H_1 \).

We consider the operator \( R(L_{1,p}) = E + S(L_{1,p}) = (E + Q)(E + S(A_p)) \). Then the operator \( Q_p := S(L_{1,p}) - S(A_p) \) is completely continuous, because the systems of functions \( V(L_{1,p,m}) \), \( V(A_{p,m}) \) are quadratically approximate and the operator \( Q_{p,m} := S(L_{1,p,m}) - S(A_{p,m}) \) is idempotent: \( Q_{p,m}^2 = 0 \).

According to the definition of function \( v_{s,r,k,m}(x, L_0) \), we obtain

\[
\|Q_p v_{s,r,k,m}(x, L_0); H_1\| = O(m + k)^{-3}, \quad m, \ k \to \infty.
\]

Then, for an arbitrary \( h = \sum_{s,r,m,k} h_{s,r,k,m} v_{s,r,k,m}(x, L_0) \in H_1 \), from Cauchy’s inequality we can get the inequality

\[
\|Q_p h; H_1\|^2 = \| \sum_{s,r,m,k} h_{s,r,k,m} Q_p v_{s,r,k,m}(x, L_0); H_1\|^2 \leq C_{11} \|h; H_1\|^2.
\]

Thus \( \|Q_p; [H_1]\|^2 < \infty \), \( (L_{1,p}) = Q_p + R(A_{1,p}) \in [H_1], R(L_{1,p})^{-1} = (E - S(A_p)) (E - Q) \in [H_1]. \)

**Proof.** Proof of the Theorem 1. Let \( R(L) := \prod_{p=1}^n R(L_{1,p}) \). The eigenfunctions of operator \( L \) we can define in the form

\[
v_{s,r,k,m}(x, L) := R(L)v_{s,r,k,m}(x, L_0), \quad r, \ s \in \{0, 1\}, \ k, \ m \in \mathbb{N}.
\]

Taking into account, that operators \( R(L_{1,p}) \) are elements of the group \( \Gamma_{1,p}(L_0) \), we obtain

\[
R(L) = E + S(L), \quad R^{-1}(L) = E - S(L), \quad S(L) := \sum_{p=1}^n S(L_{1,p}).
\]

Therefore, the system of eigenfunctions \( V \left( L \right) \) is complete and minimal in \( H_1 \).

**Proof.** Proof of the Theorem 2. Let the Assumptions \( P_1-P_3 \) hold, then the system of eigenfunctions \( V \left( L_{1,p} \right) \) is the Riesz basis in the space \( H_1 \), and \( R(L) = \prod_{p=1}^n R(L_{1,p}) \in [H_1] \). Therefore, taking into account the theorem N.K. Bari [10], we obtain the statement of the theorem.

Let us define the elements of system \( W(L) \), which is biorthogonal to system \( V \left( L \right) \) in the space \( H_1 \):

\[
w_{s,r,k,m}(x, L) := R(L)\tau_{s,k}(x_1)\tau_{2,r,m}(x_2), \quad s, r \in \{0, 1\}, \ k, \ m \in \mathbb{N}.
\]
Remark 3. The positive numbers $C_1(L), C_2(L)$ exist, such that for function
\[ f(x) = \sum_{s,r,k,m} f_{s,r,k,m}v_{s,r,k,m}(x_1, x_2, L), \quad f_{s,r,k,m} := (f, w_{s,r,k,m}(x_1, x_2); H_1) \]
the following inequality holds
\[ C_2(L)\|f; H_1\|^2 \leq \sum_{s,r,k,m} |f_{s,r,k,m}|^2, \quad C_3(L)\|f; H_1\|^2. \tag{31} \]

Proof. Proof of the Theorem 3. We will use a solution of the problem (1)–(6) in the form of series
\[ u(x) = \sum_{s,r,k,m} u_{s,r,k,m}v_{s,r,k,m}(x_1, x_2, L). \tag{32} \]
If we substitute series (31), (32) into equation (1), we obtain
\[ u_{s,r,k,m} = \lambda_{k,m}^{-1} f_{s,r,k,m}. \]
Taking into account the Assumption $P_3$ and inequality $\lambda_{k,m}^{-1} \leq 1$, we can get
\[ \|u; H_1\|^2 \leq C_5(L)\|f; H_1\|^2, \quad C_5(L) = C_2(L)^{-1}(L)C_3(L)C_1^{-2}(L), \]
\[ \|D_2^{2n}u; H_1\|^2 \leq C_5(L)\|f; H_1\|^2, \]
\[ \|D_2^{2n}u; H_1\|^2 \leq C_5(L)\|f; H_1\|^2. \]
Therefore, $\|u; H_2\|^2 \leq 3C_5(L)\|f; H_1\|^2$. □
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