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ASYMPTOTICS OF APPROXIMATION OF FUNCTIONS BY CONJUGATE POISSON INTEGRALS

Among the actual problems of the theory of approximation of functions one should highlight a wide range of extremal problems, in particular, studying the approximation of functional classes by various linear methods of summation of the Fourier series. In this paper, we consider the well-known Lipschitz class Lip₁α, i.e. the class of continuous 2π-periodic functions satisfying the Lipschitz condition of order α, 0 < α ≤ 1, and the conjugate Poisson integral acts as the approximating operator. One of the relevant tasks at present is the possibility of finding constants for asymptotic terms of the indicated degree of smallness (the so-called Kolmogorov–Nikol’skii constants) in asymptotic distributions of approximations by the conjugate Poisson integrals of functions from the Lipschitz class in the uniform metric. In this paper, complete asymptotic expansions are obtained for the exact upper bounds of deviations of the conjugate Poisson integrals from functions from the class Lip₁α. These expansions make it possible to write down the Kolmogorov–Nikol’skii constants of the arbitrary order of smallness.
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1 INTRODUCTION

Let C be the space of 2π-periodic continuous functions equipped with the norm ||f||C = maxₜ |f(t)|.

Denote by Wᵣ any set of 2π-periodic functions with absolutely continuous derivatives up to order (r − 1) such that ess supₜ |f⁽ʳ⁾(t)| ≤ 1.

The set of functions that are conjugate to those from the class Wᵣ is denoted by W̅. That is

\[ W̅ = \left\{ f: f(x) = -\frac{1}{2\pi} \int_{-\pi}^{\pi} f(x + t) \cot \frac{t}{2} dt = -\frac{1}{2\pi} \int_{0}^{\pi} \psi_x(t) \cot \frac{t}{2} dt, \psi_x(t) = f(x + t) - f(x - t), f \in Wᵣ \right\}. \]

Any f ∈ C is contained in the class Lip₁α, 0 < α ≤ 1, if

\[ \forall t₁, t₂ \in \mathbb{R} \quad |f(t₁) - f(t₂)| ≤ |t₁ - t₂|^{α}. \]
Let us consider a boundary value problem (in the unit circle) for the equation \( \Delta u = 0 \), where \( \Delta \) is the Laplace operator in polar coordinates. We can rewrite this equation as follows
\[
\frac{\partial^2 u}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial u}{\partial \rho} + \frac{1}{\rho^2} \frac{\partial^2 u}{\partial x^2} = 0, \quad 0 \leq \rho < 1, \quad -\pi \leq x \leq \pi.
\] (1)

A solution \( P_{\rho}(f; x) \) of (1) that satisfies the boundary conditions
\[
u(\rho, x)|_{\rho = 1} = f(x), \quad -\pi \leq x \leq \pi,
\]
where \( f \) is a summable \( 2\pi \)-periodic function, is of the form
\[
P_{\rho}(f; x) = \frac{1}{\pi} \int_{-\pi}^{\pi} f(x + t)K_{\rho}(t) \, dt,
\]
where
\[
K_{\rho}(t) = \frac{1}{2} + \sum_{k=1}^{\infty} \rho^k \cos kt = \frac{1 - \rho^2}{2(1 - 2\rho \cos t + \rho^2)}.
\]

The quantity \( P_{\rho}(f; x) \) is called the Poisson integral of a function \( f \), and, respectively, \( K_{\rho}(t) \) is called the kernel of the Poisson integral.

In the paper, we consider the conjugate Poisson integral, i.e. the quantity of the following form
\[
\overline{P}_{\rho}(f; x) = P_{\rho}(f; x) = -\frac{1}{\pi} \int_{-\pi}^{\pi} f(x + t)\overline{K}_{\rho}(t) \, dt,
\] (2)

where
\[
\overline{K}_{\rho}(t) = \sum_{k=1}^{\infty} \rho^k \sin kt = \frac{\rho \sin t}{1 - 2\rho \cos t + \rho^2}.
\] (3)

is the kernel of the conjugate Poisson integral.

Let \( \mathcal{N} \subseteq C \) be a certain class of functions. According to Stepanets [12], the problem of establishment of asymptotic equalities for the quantity
\[
\mathcal{E}(\mathcal{N}; P_{\rho})_C = \sup_{f \in \mathcal{N}} \| f(\cdot) - P_{\rho}(f; \cdot) \|_C
\]
is called the Kolmogorov–Nikol’skii problem.

If we determine the explicit form of a function \( \varphi(\rho) \) such that
\[
\mathcal{E}(\mathcal{N}; P_{\rho})_C = \varphi(\rho) + o(\varphi(\rho)) \quad \text{as} \quad \rho \to 1-,
\]
then we say that the Kolmogorov–Nikol’skii problem for the Poisson integral \( P_{\rho} \) is solved on the class \( \mathcal{N} \) in the metric of the space \( C \).

**Definition 1.** A formal series \( \sum_{n=0}^{\infty} g_n(\rho) \) is called a complete asymptotic expansion of a function \( f(\rho) \) as \( \rho \to 1- \), if for an arbitrary natural number \( m \) the following equation holds
\[
f(\rho) = \sum_{n=0}^{m} g_n(\rho) + o\left(g_m(\rho) \right) \quad \text{as} \quad \rho \to 1-,
\]
and \( \forall n \in N \)
\[
|g_{n+1}(\rho)| = o(|g_n(\rho)|) \quad \text{as} \quad \rho \to 1-.
\]

In what follows, this fact we denote by
\[
f(\rho) \cong \sum_{n=0}^{\infty} g_n(\rho).
\]
Approximation properties of the method of approximation by Poisson integrals on classes of differentiable functions are well studied. The Kolmogorov–Nikol’skii problem for the Poisson integral on the classes $W^1$ was solved by Natanson in [10].

Timan [14] obtained the exact values of approximative characteristics $E(W^r; P_\delta)_C$. In the paper [9] Malei determined the complete asymptotic expansion of the upper bounds of deviations of Poisson integrals from functions of the class $W^1$. Later, this expansion was reproved by Stark [11].

The complete asymptotic expansion of the quantity $E(W^r; P_\delta)_C$ in powers of $\frac{1}{\delta}$ as $\delta \to \infty$ was obtained by Baskakov [2] in the case of $r = 1, 2, 3$ and by Kharkevych, Kal’chuk [5] for any natural $r$. Later, the Kolmogorov–Nikol’skii problem for the Poisson integral on classes of differentiable functions was solved in works [7, 8, 15, 18–21]. Simultaneously, approximation properties of the method of approximation by Poisson integrals on classes of conjugate functions are studied not enough.

Note that the first estimates of $E(W^1; P_\delta)_C$ were obtained by Nagy [13]. Later, the general expressions that allow one to get asymptotic expansions of the quantity $E(W^r; P_\delta)_C$ in powers of $\frac{1}{\delta}$ as $\delta \to \infty$ were determined by Baskakov [1].

The present paper is an extension of the paper [6], where the corresponding results for the classes $\text{Lip}_1 1$ were obtained in terms of $(1 - \rho)$. In what follows, we establish a complete asymptotic expansion of the quantity

$$E(\text{Lip}_1 1; P_\delta)_C = \sup_{f \in \text{Lip}_1 1} \| \tilde{f}(\cdot) - P_\delta(f, \cdot) \|_C, \quad 0 < \alpha \leq 1.$$  

This expansion allows one to write down the Kolmogorov–Nikol’skii constants of an arbitrary order.

2 Main results

The following statement is true.

**Theorem 1.** For $0 < \alpha \leq 1$ the following complete asymptotic expansion holds as $\rho \to 1$–

$$E(\text{Lip}_1 1; P_\delta)_C = \frac{2^{\alpha-1}}{\sin \frac{\alpha\pi}{2}} \left( \ln \frac{1}{\rho} \right)^{\alpha} - \frac{2^a}{\pi^a} \sum_{k=0}^{\infty} (-1)^k \left( \frac{\rho}{2} \right)^{2(k+1)-a} \left( \ln \frac{1}{\rho} \right)^{2k+2}$$

$$+ \frac{2^a}{\pi^a} \sum_{k=0}^{\infty} (-1)^k \left( \ln \frac{1}{\rho} \right)^{2k+2} \sum_{i=1}^{\infty} \int_{0}^{\pi/2} \left( \left( (2i - 1) \pi - u^{1/2} \right)^{-2k-3} - (2\pi i + u^{1/2})^{-2k-3} \right) u^{1/2} du. \quad (4)$$

**Proof.** Note first, that the kernel of the conjugate Poisson integral (3) can be rewritten as

$$K_\rho(t) = \frac{1}{2} \cot \frac{t}{2} - \frac{1}{2} \cot \frac{t}{2} \cdot \frac{(1 - \rho)^2}{1 - 2\rho \cos t + \rho^2}.$$

Whence, in view of $2\pi$-periodicity of functions $f$, we get

$$P_\rho(f, x) - \tilde{f}(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x + t) \cot \frac{t}{2} \cdot \frac{(1 - \rho)^2}{1 - 2\rho \cos t + \rho^2} dt.$$
\[
\begin{align*}
\frac{1}{2\pi} & \int_0^\pi (f(x+t) - f(x-t)) \cot \frac{t}{2} \cdot \frac{(1 - \rho)^2}{1 - 2\rho \cos t + \rho^2} \, dt \\
\frac{1}{2\pi} & \int_0^\pi (f(x+t) - f(x-t)) \cot \frac{t}{2} \cdot \frac{(1 - \rho)^2}{1 - 2\rho \cos t + \rho^2} \, dt \\
- \frac{1}{2\pi} & \int_0^\pi (f(2\pi + x - t) - f(x+t)) \cot \frac{t}{2} \cdot \frac{(1 - \rho)^2}{1 - 2\rho \cos t + \rho^2} \, dt.
\end{align*}
\]

For \(0 \leq t \leq \pi\)

\[
\cot \frac{t}{2} \cdot \frac{(1 - \rho)^2}{1 - 2\rho \cos t + \rho^2} \geq 0,
\]

functions \(f\) belong the class \(\text{Lip}_1 \alpha\), therefore it holds

\[
|\overline{P}_\rho(f, x) - \bar{f}(x)| \leq \frac{2^\alpha}{2\pi} \int_0^\pi \int \cot \frac{t}{2} \cdot \frac{(1 - \rho)^2}{1 - 2\rho \cos t + \rho^2} \, dt \]
\[
+ \frac{2^\alpha}{2\pi} \int_{\frac{\pi}{2}}^{\pi} (\pi - t)^\alpha \cot \frac{t}{2} \cdot \frac{(1 - \rho)^2}{1 - 2\rho \cos t + \rho^2} \, dt.
\]

Let \([g(t)]_{2\pi}\) be an odd \(2\pi\)-periodic extension of the function \(g\) of the form

\[
g(t) = g(\alpha, t) = \begin{cases} 
  t^\alpha, & 0 \leq t \leq \frac{\pi}{2}, \\
  (\pi - t)^\alpha, & \frac{\pi}{2} \leq t \leq \pi.
\end{cases}
\]

The function \(f^*(t) := 2^{\alpha-1} [g(t)]_{2\pi}\) belongs to the class \(\text{Lip}_1 \alpha\), and we can see that the right hand side of (5) coincides with \(\overline{P}_\rho(f^*, 0) - \bar{f}^*(0)\). Indeed, taking into account that \(f^*\) is odd, we get

\[
\overline{P}_\rho(f^*, 0) - \bar{f}^*(0) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f^*(t) \cot \frac{t}{2} \cdot \frac{(1 - \rho)^2}{1 - 2\rho \cos t + \rho^2} \, dt \]
\[
= \frac{1}{\pi} \int_0^\pi f^*(t) \cot \frac{t}{2} \cdot \frac{(1 - \rho)^2}{1 - 2\rho \cos t + \rho^2} \, dt.
\]

The right hand side of (7) coincides with the right hand side of (5). Hence

\[
\mathcal{E} (\text{Lip}_1 \alpha; \overline{P}_\rho)C = |\overline{P}_\rho(f^*, 0) - \bar{f}^*(0)|.
\]

Let us rewrite the kernel of the conjugate Poisson integral (3) in the following form

\[
\mathcal{K}_\rho(t) = \sum_{k=1}^\infty e^{\ln \rho^k} \sin kt = \sum_{k=1}^\infty e^{-\ln(\frac{1}{2})^k} \sin kt.
\]

It is known, that the Fourier cosine transform of the function \(e^{-\beta t}\) takes the form \([3, \text{Ch. VII}]\),

\[
\Phi_e(u) = \frac{1}{\sqrt{2\pi}} \left\{ \frac{t+u}{\beta^2 + (t+u)^2} + \frac{t-u}{\beta^2 + (t-u)^2} \right\}.
\]
Further we shall need the Poisson formula [16, Ch. II]:

$$\sqrt{\gamma} \left( \frac{\Phi_c(0)}{2} + \sum_{n=1}^{\infty} \Phi_c(n\gamma) \right) = \sqrt{\omega} \left( \frac{f(0)}{2} + \sum_{n=1}^{\infty} f(n\omega) \right),$$

(11)

where $\omega = 2\pi$, $\gamma > 0$. Setting $\omega = 1$, $\gamma = 2\pi$ in (11) and taking into account (10) with $\beta = \ln \frac{1}{\rho}$, from (9) we obtain

$$K_\rho(t) = \frac{1}{2} \left( e^{-\ln(\frac{1}{\rho})^k} \sin kt \right)_{k=0}^{\infty} + \sum_{k=1}^{\infty} \left( e^{-\ln(\frac{1}{\rho})^k} \sin kt \right) = \sqrt{2\pi} \left\{ \frac{1}{2} \Phi_c(0) + \sum_{k=1}^{\infty} \Phi_c(2\pi k) \right\},$$

(12)

$$= \frac{t}{\beta^2 + t^2} + \sum_{k=1}^{\infty} \left( \frac{t + 2\pi k}{\beta^2 + (t + 2\pi k)^2} + \frac{t - 2\pi k}{\beta^2 + (t - 2\pi k)^2} \right).$$

Therefore, combining (2) and (12), we can write the conjugate Poisson integral in the following equivalent form

$$\overline{P}_\rho(f^*, 0) = -\frac{1}{\pi} \int_{-\pi}^{\pi} f^*(t) \frac{t}{\beta^2 + t^2} dt - \frac{1}{\pi} \int_{-\pi}^{\pi} f^*(t) \sum_{k=1}^{\infty} \frac{t + 2\pi k}{\beta^2 + (t + 2\pi k)^2} dt$$

$$- \frac{1}{\pi} \int_{-\pi}^{\pi} f^*(t) \sum_{k=1}^{\infty} \frac{t - 2\pi k}{\beta^2 + (t - 2\pi k)^2} dt = I_1 - I_2 - I_3. \quad (13)$$

Now we proceed to calculating of the term $I_2$:

$$I_2 = \frac{1}{\pi} \int_{-\pi}^{\pi} f^*(t) \sum_{k=1}^{\infty} \frac{t + 2\pi k}{\beta^2 + (t + 2\pi k)^2} dt = \frac{1}{\pi} \int_{-\pi}^{\pi} f^*(t) \frac{t + 2\pi}{\beta^2 + (t + 2\pi)^2} dt$$

$$+ \frac{1}{\pi} \int_{-\pi}^{\pi} f^*(t) \frac{t + 4\pi}{\beta^2 + (t + 4\pi)^2} dt + \cdots = I_{2,1} + I_{2,2} + \cdots. \quad (14)$$

Making appropriate substitutions in $I_{2,1}, I_{2,2}, \cdots$, we get

$$I_{2,1} = \frac{1}{\pi} \int_{-\pi}^{\pi} f^*(t) \frac{t}{\beta^2 + t^2} dt, \quad I_{2,2} = \frac{1}{\pi} \int_{-\pi}^{\pi} f^*(t) \frac{t}{\beta^2 + t^2} dt, \cdots.$$

Hence, from (14), we obtain

$$I_2 = \frac{1}{\pi} \int_{-\pi}^{+\infty} f^*(t) \frac{t}{\beta^2 + t^2} dt. \quad (15)$$

One can verify that the term $I_3$ takes the following form

$$I_3 = \frac{1}{\pi} \int_{-\pi}^{\pi} f^*(t) \sum_{k=1}^{\infty} \frac{t - 2\pi k}{\beta^2 + (t - 2\pi k)^2} dt = \frac{1}{\pi} \int_{-\pi}^{\pi} f^*(t) \frac{t}{\beta^2 + t^2} dt. \quad (16)$$

Combining (13) with (15) and (16), we obtain

$$\overline{P}_\rho(f^*, 0) = -\frac{1}{\pi} \int_{-\pi}^{+\infty} f^*(t) \frac{t}{\beta^2 + t^2} dt. \quad (17)$$
It is known [12, p. 93], that a conjugate for $f$ function can be represented in the form
\[
\mathcal{F}(x) = -\frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{f(x + t)}{t} \, dt.
\] (18)

Therefore, from (17) and (18), taking into account that the function $f^*$ is odd, we get
\[
\mathcal{P}_\rho(f^*, 0) - \bar{f}^*(0) = \frac{\beta^2}{\pi} \int_{-\infty}^{+\infty} \frac{f^*(t)}{t(\beta^2 + t^2)} \, dt
\] (19)

Hence, from (8) and (19), we have
\[
\mathcal{E}(\text{Lip}_1 \alpha; \mathcal{P}_\rho) = \frac{2^\alpha \beta^2}{\pi} \int_{-\infty}^{+\infty} \frac{[g(t)]_{2\pi}}{t(\beta^2 + t^2)} \, dt = \frac{2^\alpha \beta^2}{\pi} \left( \int_{-\int_{\pi/2}^{+\infty} \frac{[g(t)]_{2\pi}}{t(\beta^2 + t^2)} \, dt \right).
\] (20)

From (6) we get
\[
\int_{\pi/2}^{\pi} \frac{[g(t)]_{2\pi}}{t(\beta^2 + t^2)} \, dt = \int_{\pi/2}^{\pi} \frac{t^\alpha}{t^2 + \beta^2} \, dt = \int_{\pi/2}^{\pi} \frac{\pi}{\beta} \frac{u^\alpha}{1 + u^2} \, du
\] (21)

According to [4, p. 306]
\[
\int_{\pi/2}^{\pi/2} \frac{u^\alpha}{1 + u^2} \, du = \frac{\pi}{\beta} \csc \frac{\pi \alpha}{2}. \quad (22)
\]

Let us make transformations in the second integral from the right-hand side of (21), applying geometric series
\[
\int_{\pi/2}^{\pi/2} \frac{u^\alpha}{1 + u^2} \, du = \int_{\pi/2}^{\pi/2} \frac{1}{u^{\alpha-1}} \cdot \frac{1}{1 - (\frac{1}{u^\alpha})} \, du = \int_{\pi/2}^{\pi/2} \sum_{k=0}^{\infty} (-1)^k \frac{1}{u^{2k+3-\alpha}} \, du
\] (23)

Combining formulas (21), (22) and (23), we obtain
\[
\int_{\pi/2}^{\pi} \frac{[g(t)]_{2\pi}}{t(\beta^2 + t^2)} \, dt = \left( \ln \frac{1}{\rho} \right)^{\alpha-2} \left( \frac{\pi}{2 \sin \frac{\pi}{2}} - \sum_{k=0}^{\infty} \frac{(-1)^k}{2k+2-\alpha} \left( \frac{2 \ln \frac{1}{\rho}}{\pi} \right)^{2k+2-\alpha} \right).
\] (24)
Then, we use geometric series for calculating the second integral from the right-hand side of (20):

\[
\int_\frac{2\pi}{T}^{+\infty} \frac{[g(t)]_{2\pi}}{t(t^2 + 2^2)} \, dt = \int_\frac{2\pi}{T}^{+\infty} \frac{[g(t)]_{2\pi}}{t^3(1 + \frac{\rho^2}{t^2})} \, dt = \sum_{k=0}^{\infty} (-1)^k \left( \ln \frac{1}{\rho} \right)^{2k} \int_\frac{2\pi}{T}^{+\infty} \frac{[g(t)]_{2\pi}}{t^{3+2k}} \, dt. \tag{25}
\]

From (24) and (25), we get

\[
E(\text{Lip}_1; \rho_{\alpha})_{C} = \left( 2 \ln \frac{1}{\rho} \right) \frac{1}{2 \sin \frac{\alpha \pi}{2}} + \frac{2^\alpha}{\pi} \sum_{k=0}^{\infty} (-1)^k \left( \ln \frac{1}{\rho} \right)^{2(k+1)} \left\{ \int_\frac{2\pi}{T}^{+\infty} \frac{[g(t)]_{2\pi}}{t^{3+2k}} \, dt - \left( \frac{2}{\pi} \right)^{2k+2-\alpha} \right\} dt.
\]

For the function \([g(t)]_{2\pi}\) on \([\frac{2\pi}{T}; +\infty)\) the following relations hold

\[
[g(t)]_{2\pi} = \begin{cases} (-t + (2i - 1)\pi)^{\alpha}, & t \in \left[ \frac{2\pi}{T} + 4(i - 1)\frac{\pi}{2}; \frac{2\pi}{T} + (4i - 3)\frac{\pi}{2} \right], \\ -(-t + (2i - 1)\pi)^{\alpha}, & t \in \left[ \frac{2\pi}{T} + (4i - 3)\frac{\pi}{2}; \frac{2\pi}{T} + (4i - 2)\frac{\pi}{2} \right], \\ (-t + 2\pi i)^{\alpha}, & t \in \left[ \frac{2\pi}{T} + (4i - 2)\frac{\pi}{2}; \frac{2\pi}{T} + (4i - 1)\frac{\pi}{2} \right], \\ (t - 2\pi i)^{\alpha}, & t \in \left[ \frac{2\pi}{T} + (4i - 1)\frac{\pi}{2}; \frac{2\pi}{T} + 4i\frac{\pi}{2} \right], \end{cases}
\]

where \(i = 1, 2, \ldots\). Splitting the integral \(\int_\frac{2\pi}{T}^{+\infty} \frac{[g(t)]_{2\pi}}{t^{3+2k}} \, dt\) into the sum of integrals and making corresponding substitutions in each of them, we get (4).

The theorem is proved. \(\square\)

Results of the theorem give us an opportunity to write down the Kolmogorov–Nikil’skii constants of an arbitrary order in asymptotic expansions in terms of \(\ln \frac{1}{\rho}\) as \(\rho \to 1-\).

Let us consider the class of functions \(\text{Lip}_1\). The following statement holds.

**Corollary 1.** The complete asymptotic expansion holds as \(\rho \to 1-\)

\[
E(\text{Lip}_1; \rho_{\alpha})_{C} = \ln \frac{1}{\rho} - \frac{1}{\pi} \left( \ln \frac{1}{\rho} \right)^2 + \sum_{k=1}^{\infty} \frac{(-1)^k}{(2k + 1)(k + 1)} \times \left( \sum_{i=1}^{\infty} \left( \frac{1}{(4i - 1)^{2k+1}} - \frac{1}{(4i + 1)^{2k+1}} \right) - 1 \right) \left( \frac{2}{\pi} \ln \frac{1}{\rho} \right)^{2k+2}. \tag{26}
\]

**Proof.** Putting \(\alpha = 1\) in (20), we obtain

\[
E(\text{Lip}_1; \rho_{\alpha})_{C} = \frac{2\rho^2}{\pi} \int_0^{+\infty} \frac{[g_1(t)]_{2\pi}}{t(t^2 + 2^2)} \, dt, \tag{27}
\]

where \([g_1(t)]_{2\pi}\) is as it was introduced earlier, an odd \(2\pi\)-periodic extension of the function \(g_1\) of the form

\[
g_1(t) = \begin{cases} t, & 0 \leq t \leq \frac{\pi}{2}, \\ \pi - t, & \frac{\pi}{2} \leq t \leq \pi. \end{cases}
\]
Making transformations that are analogous to that in (21)–(25), from (27) we get

\[
\mathcal{E}(\text{Lip}_1; \mathcal{P}_\rho)_{\mathcal{C}} = \ln \frac{1}{\rho} + \frac{2}{\pi} \sum_{k=0}^{\infty} (-1)^k \left( \ln \frac{1}{\rho} \right)^{2k+2} \times \left( \int_{\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{g_1(t)_{2\pi}}{t^{3+2k}} \, dt - \frac{1}{2k+1} \left( \frac{2}{\pi} \right)^{2k+1} \right). \tag{28}
\]

To calculate the integral in the right-hand side of (28), let us write it down as a sum of the integrals on corresponding intervals. For this reason we use the following form of the function \(g_1\):

\[
[g_1(t)]_{2\pi} = \begin{cases} 
-t + (2i - 1)\pi, & t \in \left[ -\frac{\pi}{2} + (2i - 1)\pi; -\frac{\pi}{2} + 2\pi i \right], \\
t - 2\pi i, & t \in \left[ -\frac{\pi}{2} + 2\pi i; -\frac{\pi}{2} + (2i + 1)\pi \right]. 
\end{cases}
\]

We obtain

\[
\int_{\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{g_1(t)_{2\pi}}{t^{3+2k}} \, dt = \sum_{i=1}^{\infty} \left( \int_{-\frac{\pi}{2} + 2(i - 1)\pi}^{-\frac{\pi}{2} + 2\pi i} -t + (2i - 1)\pi \, dt + \int_{-\frac{\pi}{2} + 2\pi i}^{-\frac{\pi}{2} + (2i + 1)\pi} t - 2\pi i \, dt \right). \tag{29}
\]

Having calculated the integral on the right-hand side of (29) and made corresponding transformations, we obtain

\[
\int_{\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{g_1(t)_{2\pi}}{t^{3+2k}} \, dt = \left( \frac{2}{\pi} \right)^{2k+1} \frac{1}{(2k+1)(k+1)} \times \left( k + \sum_{i=1}^{\infty} \left( \frac{1}{(4i - 1)^{2k+1}} - \frac{1}{(4i + 1)^{2k+1}} \right) \right). \tag{30}
\]

Taking into account (30), from (28) we get (26).

The Corollary 1 is proved. \(\Box\)

In the paper we have also obtained another form of the expansion (26), in terms of the generalized Riemann zeta function (the Hurwitz zeta function) (see definition, e.g., [17, Ch. XIII]). It is quite relevant because in approximation of functions by the Poisson integrals we obtain asymptotic expansions with non-explicit form of the coefficients. The Hurwitz zeta function gives a possibility to get sharp values of the Kolmogorov–Nikil’skii constants.

**Corollary 2.** The complete asymptotic expansion holds as \(\rho \to 1–\)

\[
\mathcal{E}(\text{Lip}_1; \mathcal{P}_\rho)_{\mathcal{C}} = \ln \frac{1}{\rho} - \frac{1}{\pi} \left( \ln \frac{1}{\rho} \right)^2 + \sum_{k=1}^{\infty} \frac{(-1)^k}{(2k+1)(k+1)} \times \left( \frac{1}{4^{2k+1}} \left\{ \zeta \left( 2k + 1; \frac{3}{4} \right) - \zeta \left( 2k + 1; \frac{5}{4} \right) \right\} - 1 \right) \left( \frac{2}{\pi} \ln \frac{1}{\rho} \right)^{2k+2}, \tag{31}
\]

where \(\zeta(z; q) = \sum_{n=0}^{\infty} \frac{1}{(q + n)^z}, \text{ Re } z > 1, \) is the Hurwitz zeta function.
\textbf{Proof.} Taking into account that
\begin{align*}
\sum_{i=1}^{\infty} \frac{1}{(4i - 1)^{2k+1}} &= \frac{1}{4^{2k+1}} \sum_{i=0}^{\infty} \frac{1}{(i + \frac{3}{4})^{2k+1}} = \frac{1}{4^{2k+1}} \zeta \left( 2k + 1; \frac{3}{4} \right), \\
\sum_{i=1}^{\infty} \frac{1}{(4i + 1)^{2k+1}} &= \frac{1}{4^{2k+1}} \zeta \left( 2k + 1; \frac{5}{4} \right),
\end{align*}
from (30) we derive
\begin{equation}
\int_{\frac{\rho}{2}}^{+\infty} \left[ \frac{g_1(t)}{t^{3+2k}} \right] dt = \left( \frac{2}{\pi} \right)^{2k+1} \frac{1}{(2k+1)(k+1)} \times \left( k + \frac{1}{4^{2k+1}} \left( \zeta \left( 2k + 1; \frac{3}{4} \right) - \zeta \left( 2k + 1; \frac{5}{4} \right) \right) \right). \tag{32}
\end{equation}

The Corollary 2 is proved. \hfill \Box

Note that (32) holds for \( k = 1, 2, \ldots \). In the case \( k = 0 \) the Hurwitz zeta function is not determined. Therefore the corresponding coefficient is individually calculated in the expansion (31).

Note also that Corollary 1 is a generalization of the B. Nagy result [13]. The estimation
\begin{equation*}
\mathcal{E}(\text{Lip}_2; P_{\rho})_C = \ln \frac{1}{\rho} + O \left( \left( \ln \frac{1}{\rho} \right)^2 \right), \quad \rho \to 1-
\end{equation*}
follows from Corollary 1 that coincides with the indicated result.
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