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#### Abstract

The paper deals with the problem of approximation of functions of several variables by branched continued fractions. We study the correspondence between formal multiple power series and the so-called "multidimensional $S$-fraction with independent variables". As a result, the necessary and sufficient conditions for the expansion of the formal multiple power series into the corresponding multidimensional $S$-fraction with independent variables have been established. Several numerical experiments show the efficiency, power and feasibility of using the branched continued fractions in order to numerically approximate certain functions of several variables from their formal multiple power series.
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## Introduction

Representation of functions of several variables by means of branched continued fractions has been an interesting matter of study during the 70 years and has given rise to other important related topics like multivariate Padé approximants, systems of linear algebraic equations, quadratic form, system of partial differential equations and so on (see, e.g., $[1,13,14,25,30,39]$ ).

Branched continued fractions, being a multidimensional generalization of continued fractions, in comparison with multiple power series under certain conditions have wider convergence domain and endowed with the property of numerical stability. This makes them an effective tool for approximating the functions of several variables. In the works $[1,4,10,16,19$, $21-23,26,29,32-34,38]$ the authors have considered different representations of the functions of several variables by means of branched continued fractions.

Construction of the rational approximations of a function of several variables is based on the concept of correspondence between the approximants of a branched continued fraction and a formal multiple power series, which represents this function (see, e.g., [1, 19]). In [11], D.I. Bodnar introduced branched continued fractions, which are the analogues of multiple power series by their structure. The correspondence properties of a branched continued fraction with polynomial elements are closely connected to the degree and form of these polynomials. Some of the most important types are given in [10,12,17,18,20].

Since the multidimensional $S$-fraction with independent variables is a special case of a multidimensional regular $C$-fraction with independent variables, all theorems of [19,24] may

[^1]be applied to multidimensional $S$-fractions with independent variables, but more we can say in this paper. We study here the correspondence between formal multiple power series and multidimensional $S$-fraction with independent variables. And we give some examples of representing the functions of several variables and the mathematical constants by these branched continued fractions.

## 1 Multidimensional S-fractions with independent variables

### 1.1 Definitions and preliminaries

Let $N$ be a fixed natural number. The following notations will be used: $\mathbb{Z}_{\geq 0}$ denotes the non-negative integers, $\mathbb{C}$ denotes the complex numbers, $\mathbb{Z}_{\geq 0}^{N}=\mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 0} \times \ldots \times \mathbb{Z}_{\geq 0}$ denotes the Cartesian product of $N$ copies of $\mathbb{Z}_{\geq 0}, \mathbb{C}^{N}=\mathbb{C} \times \overline{\mathbb{C}} \times \ldots \times \mathbb{C}$ denotes the Cartesian product of $N$ copies of $\mathbb{C}, \mathbf{k}=\left(k_{1}, k_{2}, \ldots, k_{N}\right)$ denotes an element of $\mathbb{Z}_{\geq 0}^{N}, \mathbf{z}=\left(z_{1}, z_{2}, \ldots, z_{N}\right)$ is an element of $\mathbb{C}^{N}$, and for $\mathbf{k} \in \mathbb{Z}_{\geq 0}^{N}$ and $\mathbf{z} \in \mathbb{C}^{N}$

$$
\mathbf{k}!=k_{1}!k_{2}!\ldots k_{N}!, \quad|\mathbf{k}|=k_{1}+k_{2}+\ldots+k_{N}, \quad \mathbf{z}^{\mathbf{k}}=z_{1}^{k_{1}} z_{2}^{k_{2}} \ldots z_{N}^{k_{N}}
$$

Next, let $e_{0}=(0,0, \ldots, 0), e_{k}=\left(\delta_{k, 1}, \delta_{k, 2}, \ldots, \delta_{k, N}\right)$ be a multiindex, where $1 \leq k \leq N, \delta_{i, j}$ is the Kronecker delta. Let us introduce the following sets of multiindices for $k \geq 1$

$$
\begin{aligned}
& \mathcal{I}_{k}=\left\{i(k): i(k)=\left(i_{1}, i_{2}, \ldots, i_{k}\right), 1 \leq i_{p} \leq i_{p-1}, 1 \leq p \leq k, i_{0}=N\right\}, \\
& \mathcal{E}_{k}=\left\{e_{i(k)}: e_{i(k)}=e_{i_{1}, i_{2}, \ldots, i_{k}}=e_{i_{1}}+e_{i_{2}}+\ldots+e_{i_{k_{k}}}, i(k) \in \mathcal{I}_{k}\right\} .
\end{aligned}
$$

A branched continued fraction of the form

$$
\begin{equation*}
\sum_{i_{1}=1}^{N} \frac{a_{e_{i(1)}} z_{i_{1}}}{1}+\sum_{i_{2}=1}^{i_{1}} \frac{a_{e_{i(2)}} z_{i_{2}}}{1}+\sum_{i_{3}=1}^{i_{2}} \frac{a_{e_{i(3)}} z_{i_{3}}}{1}+\cdots \tag{1}
\end{equation*}
$$

where $a_{e_{i(k)}}>0$ for $e_{i(k)} \in \mathcal{E}_{k}$ and $k \geq 1$, is called a multidimensional $S$-fraction with independent variables.

Let $Q_{i(k)}^{(n)}(\mathbf{z})$ denotes the "tails" of (1), that is $Q_{i(n)}^{(n)}(\mathbf{z}) \equiv 1, i(n) \in \mathcal{I}_{n}, n \geq 1$, and

$$
Q_{i(k)}^{(n)}(\mathbf{z})=1+\sum_{i_{k+1}=1}^{i_{k}} \frac{a_{e_{i(k+1)}} z_{i_{k+1}}}{1}+\sum_{i_{k+2}=1}^{i_{k+1}} \frac{a_{e_{i(k+2)}} z_{i_{k+2}}}{1}+\cdots+\sum_{i_{n}=1}^{i_{n-1}} \frac{a_{e_{i(n)}} z_{i_{n}}}{1}
$$

where $i(k) \in \mathcal{I}_{k}, 1 \leq k \leq n-1, n \geq 2$. If $f_{n}(\mathbf{z})$ denotes the $n$th approximant of multidimensional $S$-fraction with independent variables (1), then

$$
f_{n}(\mathbf{z})=\sum_{i_{1}=1}^{N} \frac{a_{e_{i(1)}} z_{i_{1}}}{Q_{i(1)}^{(n)}(\mathbf{z})} \quad \text { for } \quad n \geq 1
$$

If $Q_{i(k)}^{(n)}(\mathbf{z}) \neq 0$ for all $i(k) \in \mathcal{I}, 1 \leq k \leq n, n \geq 1$, and all $\mathbf{z}$ in the certain set $D, D \subset \mathbb{C}^{N}$, then for each $n \geq 1$ and $m>n$ the following formula is valid (see [5])

$$
\begin{equation*}
f_{m}(\mathbf{z})-f_{n}(\mathbf{z})=(-1)^{n} \sum_{i_{1}=1}^{N} \sum_{i_{2}=1}^{i_{1}} \ldots \sum_{i_{n+1}=1}^{i_{n}} \frac{\prod_{r=1}^{n+1} a_{e_{i(r)}} z_{i_{r}}}{\prod_{r=1}^{n+1} Q_{i(r)}^{(m)}(\mathbf{z}) \prod_{r=1}^{n} Q_{i(r)}^{(n)}(\mathbf{z})} \tag{2}
\end{equation*}
$$

A series of the form

$$
L(\mathbf{z})=\sum_{|\mathbf{k}| \geq 0} c_{\mathbf{k}} \mathbf{z}^{\mathbf{k}},
$$

where $c_{\mathbf{k}} \in \mathbb{C}$ for $|\mathbf{k}| \geq 0$, is called a formal multiple power series at $\mathbf{z}=\mathbf{0}$. A set of formal multiple power series at $\mathbf{z}=\mathbf{0}$ denoted by $\mathbb{L}$.

Let $R(\mathbf{z})$ be a function holomorphic in a neighbourhood of the origin $(\mathbf{z}=\mathbf{0})$. Let the mapping $\Lambda: R(\mathbf{z}) \rightarrow \Lambda(R)$ associate with $R(\mathbf{z})$ its Taylor expansion in a neighbourhood of the origin. A sequence $\left\{R_{n}(\mathbf{z})\right\}$ of functions holomorphic at the origin is said to correspond at $\mathbf{z}=\mathbf{0}$ to a formal multiple power series $L(\mathbf{z})$ if

$$
\lim _{n \rightarrow \infty} \lambda\left(L-\Lambda\left(R_{n}\right)\right)=\infty,
$$

where $\lambda$ is the function defined as follows: $\lambda: \mathbb{L} \rightarrow \mathbb{Z}_{\geq 0} \cup\{\infty\}$; if $L(\mathbf{z}) \equiv 0$ then $\lambda(L)=\infty$; if $L(\mathbf{z}) \not \equiv 0$ then $\lambda(L)=m$, where $m$ is the smallest degree of homogeneous terms for which $c_{\mathbf{k}} \neq 0$, that is $m=|\mathbf{k}|$.

If $\left\{R_{n}(\mathbf{z})\right\}$ corresponds at $\mathbf{z}=\mathbf{0}$ to a formal multiple power series $L(\mathbf{z})$, then the order of correspondence of $R_{n}(\mathbf{z})$ is defined to be

$$
v_{n}=\lambda\left(L-\Lambda\left(R_{n}\right)\right) .
$$

By the definition of $\lambda$, the series $L(\mathbf{z})$ and $\Lambda\left(R_{n}\right)$ agree for all homogeneous terms up to and including degree $\left(v_{n}-1\right)$.

A branched continued fraction of the form (1) is said to correspond at $\mathbf{z}=\mathbf{0}$ to a formal multiple power series $L(\mathbf{z})$ if its sequence of approximants $\left\{f_{n}(\mathbf{z})\right\}$ corresponds to $L(\mathbf{z})$ at $\mathrm{z}=\mathbf{0}$.

### 1.2 Correspondence

Based on the idea of proving Theorem 1 from [23], we prove the following assertion.
Theorem 1. Every multidimensional S-fraction with independent variables (1) with sequences of approximants $\left\{f_{n}(\mathbf{z})\right\}$ corresponds at the $\mathbf{z}=\mathbf{0}$ to a uniquely determined formal multiple power series

$$
\begin{equation*}
L(\mathbf{z})=\sum_{|\mathbf{k}| \geq 1}(-1)^{\mathbf{k}} c_{\mathbf{k}}(-\mathbf{z})^{\mathbf{k}}=\sum_{|\mathbf{k}| \geq 1} \gamma_{\mathbf{k}}(-\mathbf{z})^{\mathbf{k}} \tag{3}
\end{equation*}
$$

where $c_{\mathbf{k}} \in \mathbb{R}$ for $|\mathbf{k}| \geq 1$. The order of correspondence of the $n$th approximant $f_{n}(\mathbf{z})$ is $v_{n}=n+1$, so that the Taylor expansion of $f_{n}(\mathbf{z})$ agrees with $L(\mathbf{z})$ up to and including the all homogeneous terms of degree $n$, that is,

$$
\begin{equation*}
f_{n}(\mathbf{z})=\sum_{|\mathbf{k}|=1}^{n} c_{\mathbf{k}} \mathbf{z}^{\mathbf{k}}+\sum_{|\mathbf{k}| \geq n+1} \alpha_{\mathbf{k}}^{(n)} \mathbf{z}^{\mathbf{k}}, \quad n \geq 1, \tag{4}
\end{equation*}
$$

where $\alpha_{\mathbf{k}}^{(n)} \in \mathbb{R}$ for $|\mathbf{k}| \geq n+1$ and $n \geq 1$.
Proof. Since $Q_{i(k)}^{(n)}(\mathbf{0})=1$ for all $i(k) \in \mathcal{I}_{k}, 1 \leq k \leq n, n \geq 1$, then for each $i(k) \in \mathcal{I}_{k}, 1 \leq k \leq n$, $n \geq 1$, the tails $1 / Q_{i(k)}^{(n)}(\mathbf{z})$ has a formal expansion at $\mathbf{z}=\mathbf{0}$ into formal multiple power series.

Thus, for each $n \geq 1$ the $n$th approximant $f_{n}(\mathbf{z})$ of (1) is a holomorphic function at the origin. So, let for each $n \geq 1$ the multiple power series

$$
\Lambda\left(f_{n}\right)=\sum_{|\mathbf{k}| \geq 1} \alpha_{\mathbf{k}}^{(n)} \mathbf{z}^{\mathbf{k}}
$$

where $\alpha_{\mathbf{k}}^{(n)} \in \mathbb{R},|\mathbf{k}| \geq 1, n \geq 1$, be a formal expansion of $n$th approximant $f_{n}(\mathbf{z})$ at $\mathbf{z}=\mathbf{0}$.
Now, since $Q_{i(k)}^{(n)}(\mathbf{0}) \neq 0$ for all $i(k) \in \mathcal{I}_{k}, 1 \leq k \leq n, n \geq 1$, then for each $n \geq 1$ and $m>n$ the formula (2) is valid at the origin. It follows from (2) that for any $n \geq 1$ and $m>n$ at $\mathbf{z}=\mathbf{0}$ we have

$$
\Lambda\left(f_{m}\right)-\Lambda\left(f_{n}\right)=\sum_{|\mathbf{k}| \geq n+1}\left(\alpha_{\mathbf{k}}^{(m)}-\alpha_{\mathbf{k}}^{(n)}\right) \mathbf{z}^{\mathbf{k}}
$$

Hence for each $n \geq 1$ and $m>n$

$$
\lambda\left(\Lambda\left(f_{m}\right)-\Lambda\left(f_{n}\right)\right)=n+1
$$

tends monotonically to $+\infty$ as $n \rightarrow \infty$.
Thus, for each $n \geq 1, m>n$ and $1 \leq|\mathbf{k}| \leq n$ the equality $\alpha_{\mathbf{k}}^{(m)}=\alpha_{\mathbf{k}}^{(n)}$ is valid. Multidimensional $S$-fraction with independent variables (1) corresponds at $\mathbf{z}=\mathbf{0}$ to formal multiple power series (3) with $c_{\mathbf{k}}=\alpha_{\mathbf{k}}^{(|\mathbf{k}|)}$ for all $|\mathbf{k}| \geq 1$, since for $n \geq 1$

$$
L(\mathbf{z})-\Lambda\left(f_{n}\right)=\sum_{|\mathbf{k}| \geq n+1}\left(\alpha_{\mathbf{k}}^{(|\mathbf{k}|)}-\alpha_{\mathbf{k}}^{(n)}\right) \mathbf{z}^{\mathbf{k}}
$$

It follows that

$$
v_{n}=\lambda\left(L(\mathbf{z})-\Lambda\left(f_{n}\right)\right)=n+1
$$

that is, the order of correspondence of the $n$th approximant $f_{n}(\mathbf{z})$ is $(n+1)$, and the formal multiple power series (4) is the Taylor expansion of $f_{n}(\mathbf{z})$ at $\mathbf{z}=\mathbf{0}$.

It remains to prove that this $L(\mathbf{z})$ is unique. Assume that the multidimensional $S$-fraction with independent variables (1) also corresponds to

$$
L^{*}(\mathbf{z})=\sum_{|\mathbf{k}| \geq 1} \beta_{\mathbf{k}}^{(|\mathbf{k}|)} \mathbf{z}^{\mathbf{k}}
$$

Since for any $n \geq 1$ at $\mathbf{z}=\mathbf{0}$

$$
L^{*}(\mathbf{z})-\Lambda\left(f_{n}\right)=\sum_{|\mathbf{k}| \geq n+1}\left(\beta_{\mathbf{k}}^{(|\mathbf{k}|)}-\alpha_{\mathbf{k}}^{(n)}\right) \mathbf{z}^{\mathbf{k}}
$$

then $\beta_{\mathbf{k}}^{(|\mathbf{k}|)}=\alpha_{\mathbf{k}}^{(|\mathbf{k}|)}$ for all $\mathbf{k}$ such that $1 \leq|\mathbf{k}| \leq n$ and $n \geq 1$. That is, the $L(\mathbf{z})$ is unique.
The following theorem deals with the convergence of the corresponding multidimensional $S$-fraction with independent variables to a formal multiple power series.

Theorem 2. Let the multidimensional S-fraction with independent variables (1) converges uniformly on every compact subset of the domain $D$ (which contains the origin) to the function $f(\mathbf{z})$, which is holomorphic in this domain. Then the sum of the formal multiple power series (3), which corresponds to the multidimensional S-fraction with independent variables (1), has the same value as this fraction in the domain $D$.

Proof. We prove this by the scheme proposed in [23, Theorem 2] (see also [38, Theorem 4.1]). Let $\left\{f_{n}(\mathbf{z})\right\}$ be a sequence of approximants of (1). Since $\left\{f_{n}(\mathbf{z})\right\}$ converges uniformly on every compact subset of the domain $D$ (which contains the origin) to the function $f(\mathbf{z})$, which is holomorphic in this domain, according to Weierstrass theorem (see [37, p. 288]) for arbitrary $|\mathbf{k}| \geq 0$, we have

$$
\frac{\partial^{|\mathbf{k}|} f_{n}(\mathbf{z})}{\partial \mathbf{z}^{\mathbf{k}}} \rightarrow \frac{\partial^{|\mathbf{k}|} f(\mathbf{z})}{\partial \mathbf{z}^{\mathbf{k}}} \text { as } n \rightarrow \infty
$$

on each compact subset of the domain $D$.
And now, according to Theorem 1, the expansion of each approximant $f_{n}(\mathbf{z}), n \geq 1$, into formal multiple power series and series (3) agree for all homogeneous terms up to and including degree $n$. Then for arbitrary $\mathbf{k}$ such that $|\mathbf{k}| \geq 1$ we obtain

$$
\lim _{n \rightarrow \infty}\left(\frac{\partial^{|\mathbf{k}|} f_{n}}{\partial \mathbf{z}^{\mathbf{k}}}(\mathbf{0})\right)=\frac{\partial^{|\mathbf{k}|} f}{\partial \mathbf{z}^{\mathbf{k}}}(\mathbf{0})=\mathbf{k}!c_{\mathbf{k}} .
$$

Hence,

$$
f(\mathbf{z})=\sum_{|\mathbf{k}| \geq 1}^{\infty} \frac{1}{\mathbf{k}!}\left(\frac{\partial^{|\mathbf{k}|} f}{\partial \mathbf{z}^{\mathbf{k}}}(\mathbf{0})\right) \mathbf{z}^{\mathbf{k}}=\sum_{|\mathbf{k}| \geq 1}^{\infty} c_{\mathbf{k}} \mathbf{z}^{\mathbf{k}}
$$

for all $\mathbf{z} \in D$.
Remark. If in Theorem 2 the convergence domain of (1) is wider than of the multiple power series (3), then the multidimensional S-fraction with independent variables (1) is an analytic continuation of $f(\mathbf{z})$ in the domain $D$.

### 1.3 Algorithm

Let $N \geq 2$. We shall construct the algorithm for the expansion of the given formal multiple power series (3) into the corresponding multidimensional $S$-fraction with independent variables (1) in much the same way as the algorithm in [19].

The following theorem is proved in [7, pp. 197-199].
Theorem 3. An S-fraction

$$
\frac{a_{1} z}{1}+\frac{a_{2} z}{1}+\frac{a_{3} z}{1}+\cdots
$$

corresponds at $z=0$ to the given formal power series

$$
L(z)=\sum_{k=1}^{\infty} \gamma_{k}(-z)^{k}
$$

where $\gamma_{k} \in \mathbb{R}$ for $k \geq 1$, if and only if the Hankel determinants associated with $L(z)$ satisfy

$$
(-1)^{n} H_{n}^{(1)}>0, \quad(-1)^{n} H_{n}^{(2)}>0 \text { for all } n \geq 1
$$

For more details on theory of correspondence between the formal power series and the continued fraction see [35, pp. 148-160].

The process of constructing of multidimensional $S$-fraction with independent variables (1) will be shown step by step.

Step 1. Let $\gamma_{e_{i_{1}}} \neq 0$ for $2 \leq i_{1} \leq N$. Then $L(\mathbf{z})$ can be written

$$
L(\mathbf{z})=P_{e_{0}}\left(z_{1}\right)-\sum_{i_{1}=2}^{N} \gamma_{e_{i_{1}}} z_{i_{1}} L_{e_{i_{1}}}(\mathbf{z})
$$

where

$$
P_{e_{0}}\left(z_{1}\right)=\sum_{n=1}^{\infty} \gamma_{n e_{1}}\left(-z_{1}\right)^{n}, \quad L_{e_{i_{1}}}(\mathbf{z})=\sum_{\substack{|\mathbf{k}| \geq 0 \\ k_{j}=0, i_{1}+1 \leq j \leq N}} \frac{\gamma_{\mathbf{k}+e_{i_{1}}}}{\gamma_{e_{i_{1}}}} \mathbf{z}^{\mathbf{k}} .
$$

Step 2. Let $(-1)^{n} H_{e_{1}}(n)>0$ and $(-1)^{n} H_{2 e_{1}}(n)>0$ for $n \geq 1$, where

$$
H_{l e_{1}}(n)=\left|\begin{array}{cccc}
\gamma_{l e_{1}} & \gamma_{(l+1) e_{1}} & \cdots & \gamma_{(l+n-1) e_{1}}  \tag{5}\\
\gamma_{(l+1) e_{1}} & \gamma_{(l+2) e_{1}} & \cdots & \gamma_{(l+n) e_{1}} \\
\cdots \cdots \cdots \cdots & \cdots \cdots \cdots \cdots \cdots \cdots & \cdots \cdots \cdots \cdots \\
\gamma_{(l+n-1) e_{1}} & \gamma_{(l+n) e_{1}} & \cdots & \gamma_{(l+2 n-2) e_{1}}
\end{array}\right|, \quad l=1,2,
$$

Here $H_{e_{1}}(n)$ and $H_{2 e_{1}}(n)$ are the Hankel determinants (of dimension $n$ ) associated with the formal power series $P_{e_{0}}\left(z_{1}\right)$. Then according to Theorem 3 we have

$$
\sum_{n=1}^{\infty} \gamma_{n e_{1}}\left(-z_{1}\right)^{n} \sim \frac{a_{e_{1}} z_{1}}{1}+\frac{a_{2 e_{1}} z_{1}}{1}+\frac{a_{3 e_{1}} z_{1}}{1}+\cdots=F_{e_{0}}\left(z_{1}\right)
$$

with $a_{n e_{1}}>0$ for all $n \geq 1$. Here the symbol $\sim$ means the correspondence between $P_{e_{0}}\left(z_{1}\right)$ and $F_{e_{0}}\left(z_{1}\right)$ (at the origin). The coefficients $a_{n e_{1}}>0$ for $n \geq 1$ can be defined by the appropriate formulae [19, formulae (2.9a) and (2.9b)]. Thus we can write

$$
L(\mathbf{z}) \sim F_{e_{0}}\left(z_{1}\right)-\sum_{i_{1}=2}^{N} \gamma_{e_{i_{1}}} z_{i_{1}} L_{e_{i_{1}}}(\mathbf{z})
$$

Step 3. Let $(-1)^{n} H_{e_{i_{1}}}(n)>0$ and $(-1)^{n} H_{2 e_{i_{1}}}(n)>0$ for $2 \leq i_{1} \leq N$ and $n \geq 1$, where $H_{e_{i_{1}}}(n), H_{2 e_{i_{1}}}(n)$ defined by analogy to (5). Then according to Theorem 3 we have for each $2 \leq i_{1} \leq N$

$$
\sum_{n=1}^{\infty} \gamma_{n e_{i_{1}}}\left(-z_{i_{1}}\right)^{n} \sim \frac{b_{e_{i_{1}}} z_{i_{1}}}{1}+\frac{b_{e_{i_{1}}} z_{i_{1}}}{1}+\frac{b_{e_{3_{1} i_{1}}} z_{i_{1}}}{1}+\cdots
$$

with $b_{n e_{i_{1}}}>0$ for all $n \geq 1$. The coefficients $b_{n e_{i_{1}}}$ for $2 \leq i_{1} \leq N$ can be defined by the appropriate formulae [19, formulae (2.9a) and (2.9b)]. Since $-\gamma_{e_{i_{1}}}=b_{e_{i_{1}}}, 2 \leq i_{1} \leq N$, we put $a_{e_{i_{1}}}=b_{e_{i_{1}}}, 2 \leq i_{1} \leq N$. Thus

$$
L(\mathbf{z}) \sim F_{e_{0}}\left(z_{1}\right)+\sum_{i_{1}=2}^{N} a_{e_{i_{1}}} z_{i_{1}} L_{e_{i_{1}}}(\mathbf{z})
$$

Step 4. For each $2 \leq i_{1} \leq N$, let

$$
\begin{equation*}
R_{e_{i_{1}}}(\mathbf{z})=\sum_{\substack{|\mathbf{k}| \geq 0 \\ k_{j}=0, i_{1}+1 \leq j \leq N}} \gamma_{\mathbf{k}}^{e_{i_{1}}}(-\mathbf{z})^{\mathbf{k}} \tag{6}
\end{equation*}
$$

be reciprocal to formal multiple power series $L_{e_{i_{1}}}(\mathbf{z})$. It is known that the coefficients $\gamma_{\mathbf{k}}^{e_{i_{1}}}$, $k_{j}=0, i_{1}+1 \leq j \leq N,|\mathbf{k}| \geq 1$, of (6) are uniquely determined by a recurrent formula

$$
\begin{equation*}
\gamma_{\mathbf{k}}^{e_{i_{1}}}=-\sum_{|\mathbf{r}|=1}^{|\mathbf{k}|} \gamma_{\mathbf{k}-\mathbf{r}}^{e_{i_{1}}} \frac{\gamma_{\mathbf{r}+e_{i_{1}}}}{\gamma_{e_{i_{1}}}} \tag{7}
\end{equation*}
$$

where $\gamma_{0}^{e_{i_{1}}}=1$, moreover, $\gamma_{\mathbf{k}}^{e_{i_{1}}}=0$, if there exists an index $j$ such that $1 \leq j \leq N$ and that $k_{j}<0$. Thus we can write

$$
L(\mathbf{z}) \sim F_{e_{0}}\left(z_{1}\right)+\sum_{i_{1}=2}^{N} \frac{a_{e_{i_{1}}} z_{i_{1}}}{R_{e_{i_{1}}}(\mathbf{z})} .
$$

The next construction of the multidimensional $S$-fraction with independent variables (1) will be carried out using the ideas laid out in Steps 1-4.

We apply Step 1 to each formal multiple power series $R_{e_{i_{1}}}(\mathbf{z})$, where $2 \leq i_{1} \leq N$. By condition $\gamma_{e_{i_{2}}}^{e_{i_{1}}} \neq 0$ for $2 \leq i_{2} \leq i_{1}$ and $2 \leq i_{1} \leq N$ we write for each $2 \leq i_{1} \leq N$

$$
R_{e_{i_{1}}}(\mathbf{z})=1+P_{e_{i_{1}}}\left(z_{1}\right)-\sum_{i_{2}=2}^{i_{1}} \gamma_{e_{i_{2}}}^{e_{i_{1}}} z_{i_{2}} L_{e_{i(2)}}(\mathbf{z}),
$$

where

$$
P_{e_{i_{1}}}\left(z_{1}\right)=\sum_{n=1}^{\infty} \gamma_{n e_{1}}^{e_{i_{1}}}\left(-z_{1}\right)^{n}, \quad L_{e_{i(2)}}(\mathbf{z})=\sum_{\substack{|\mathbf{k}| \geq 0 \\ k_{j}=0, i_{2}+1 \leq j \leq N}} \frac{\gamma_{\hat{k}_{1}+e_{i_{2}}}^{e_{i_{1}}}}{\gamma_{e_{i_{1}}}^{e_{1}}}(-\mathbf{z})^{\mathbf{k}} .
$$

Thus

$$
L(\mathbf{z}) \sim F_{e_{0}}\left(z_{1}\right)+\sum_{i_{1}=2}^{N} \frac{a_{e_{i_{1}}} z_{i_{1}}}{1+P_{e_{i_{1}}}\left(z_{1}\right)}-\sum_{i_{2}=2}^{i_{1}} \gamma_{e_{i_{2}}}^{e_{i_{1}}} z_{i_{2}} L_{e_{i(2)}}(\mathbf{z}) .
$$

Now apply Step 2 to each formal power series $P_{e_{i_{1}}}\left(z_{1}\right)$, where $2 \leq i_{1} \leq N$. Let $H_{e_{1}}^{e_{i_{1}}}(n)>0$ and $H_{2 e_{1}}^{e_{i_{1}}}(n)>0$ for $2 \leq i_{1} \leq N$ and $n \geq 1$, where

Then according to Theorem 3 we have for each $2 \leq i_{1} \leq N$

$$
\sum_{n=1}^{\infty} c_{n e_{1}}^{e_{1}} z_{1}^{n} \sim \frac{a_{e_{i_{1}}+e_{1}} z_{1}}{1}+\frac{a_{e_{1}+2 e_{1}} z_{1}}{1}+\frac{a_{e_{i_{1}}+3 e_{1} z_{1}}^{1}}{1}+\cdots=F_{e_{i_{1}}}\left(z_{1}\right)
$$

with $a_{e_{i_{1}}+n e_{1}}>0$ for all $n \geq 1$. The coefficients $a_{e_{i_{1}}+n e_{1}}$ for $n \geq 1$ can be defined by the appropriate formulae [19, formulae (2.10a) and (2.10b)]. Thus we can write

$$
L(\mathbf{z}) \sim F_{e_{0}}\left(z_{1}\right)+\sum_{i_{1}=2}^{N} \frac{a_{e_{i_{1}}} z_{i_{1}}}{1+F_{e_{i_{1}}}\left(z_{1}\right)}-\sum_{i_{2}=2}^{i_{1}} \gamma_{e_{i_{2}}}^{e_{i_{1}}} z_{i_{1}} L_{e_{i_{(2)}}}(\mathbf{z}) .
$$

Next, we apply Step 3. Let $(-1)^{n} H_{e_{i_{2}}}^{e_{i_{1}}}(n)>0$ and $(-1)^{n} H_{2 i_{i_{2}}}^{e_{i_{1}}}(n)>0$ for $2 \leq i_{2} \leq i_{1}-1$, $2 \leq i_{1} \leq N$ and $n \geq 1$, where $H_{e_{i_{2}}}^{e_{i_{1}}}(n), H_{2 e_{i_{2}}}^{e_{i_{1}}}(n)$ defined by analogy to (8). Then according to Theorem 3 we have for each $2 \leq i_{2} \leq i_{1}-1$ and $2 \leq i_{1} \leq N$

$$
\sum_{n=1}^{\infty} \gamma_{n e_{i_{2}}}^{e_{i_{1}}}\left(-z_{i_{2}}\right)^{n} \sim \frac{b_{e_{i_{1}}+e_{i_{2}}} z_{i_{2}}}{1}+\frac{b_{e_{i_{1}}+2 e_{i_{2}}} z_{i_{2}}}{1}+\frac{b_{e_{i_{1}}+3 e_{i_{2}}} z_{i_{2}}}{1}+\cdots
$$

with $b_{e_{i_{1}}+n e_{i_{2}}}>0$ for all $n \geq 1$. The coefficients $b_{e_{i_{1}}+n e_{i_{2}}}$ for $2 \leq i_{1} \leq N$ can be defined by the appropriate formulae [19, formulae (2.10a) and (2.10b)]. Since for $2 \leq i_{2} \leq i_{1}-1$ and $2 \leq i_{1} \leq N$

$$
-\gamma_{e_{i_{2}}}^{e_{i_{1}}}=c_{e_{i_{2}}}^{e_{i_{1}}}=-\frac{c_{e_{i(2)}}}{c_{e_{i_{1}}}}=b_{e_{i(2)}}, \quad-\gamma_{e_{i_{1}}}^{e_{i_{1}}}=c_{e_{i_{1}}}^{e_{i_{1}}}=-\frac{c_{2 e_{i_{1}}}}{c_{e_{i_{1}}}}=b_{2 e_{i_{1}}}
$$

then we put $a_{e_{i(2)}}=b_{e_{i(2)}}, a_{2 e_{i_{1}}}=b_{2 e_{i_{1}}}$ for all $2 \leq i_{2} \leq i_{1}-1$ and $2 \leq i_{1} \leq N$. Thus

$$
L(\mathbf{z}) \sim F_{e_{0}}\left(z_{1}\right)+\sum_{i_{1}=2}^{N} \frac{a_{e_{i_{1}}} z_{i_{1}}}{1+F_{e_{i_{1}}}\left(z_{1}\right)}+\sum_{i_{2}=2}^{i_{1}} a_{e_{i(2)}} z_{i_{2}} L_{e_{i(2)}}(\mathbf{z})
$$

At last, applying Step 4 to each formal multiple power series $L_{e_{i(2)}}(\mathbf{z})$, where $2 \leq i_{2} \leq i_{1}$ and $2 \leq i_{1} \leq N$, we can write

$$
L(\mathbf{z}) \sim F_{e_{0}}\left(z_{1}\right)+\sum_{i_{1}=2}^{N} \frac{a_{e_{i_{1}}} z_{i_{1}}}{1+F_{e_{i_{1}}}\left(z_{1}\right)}+\sum_{i_{2}=2}^{i_{1}} \frac{a_{e_{i(2}} z_{i_{2}}}{R_{e_{i(2)}}(\mathbf{z})},
$$

where $R_{e_{i(2)}}(\mathbf{z})$ is reciprocal to formal multiple power series $L_{e_{i(2)}}(\mathbf{z})$.
Further construction of the multidimensional $S$-fraction with independent variables (1) is the sequential application of Steps 1-4 to all formal power series that are in the denominators of the ending partial quotients of the finite branches of the branched continued fraction with independent variables. As a result, computing the coefficients

$$
\gamma_{\mathbf{k}}^{e_{i_{1}}}, \quad|\mathbf{k}| \geq 1, k_{j}=0, i_{1}+1 \leq j \leq N, 2 \leq i_{1} \leq N,
$$

by the recurrent formula (7) and the coefficients

$$
\gamma_{\mathbf{k}}^{e_{i(k)}}, \quad|\mathbf{k}| \geq 1, k_{j}=0, i_{k}+1 \leq j \leq N, k \geq 2,2 \leq i_{p} \leq i_{p-1}, 1 \leq p \leq k
$$

by the recurrent formula

$$
\gamma_{\mathbf{k}}^{e_{i(k)}}=-\sum_{|\mathbf{r}|=1}^{|\mathbf{k}|} \gamma_{\mathbf{k}-\mathbf{r}}^{e_{i(k}} \frac{{ }_{\mathbf{r}}}{\gamma_{\mathbf{r}+e_{i k}}^{e_{i(k-1)}}} \gamma_{e_{i_{k}}}^{e_{i(k-1)}},
$$

where $\gamma_{0}^{e_{i}(k)}=1$, moreover, $\gamma_{\mathbf{k}}^{e_{i(k)}}=0$, if there exists an index $j$ such that $1 \leq j \leq N$ and that $k_{j}<0$, provided that for $1 \leq i_{1} \leq N$ and $n \geq 1$

$$
\begin{equation*}
(-1)^{n} H_{e_{i_{1}}}(n)>0, \quad(-1)^{n} H_{2 e_{i_{1}}}(n)>0, \tag{9}
\end{equation*}
$$

where

$$
H_{l e_{i_{1}}}(n)=\left|\begin{array}{cccc}
\gamma_{l e_{i_{1}}} & \gamma_{(l+1) e_{i_{1}}} & \cdots & \gamma_{(l+n-1) e_{i_{1}}} \\
\gamma_{(l+1) e_{i_{1}}} & \gamma_{(l+2) e_{i_{1}}} & \cdots & \gamma_{(l+n) e_{i_{1}}} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots & \cdots \cdots \cdots \cdots \cdots \cdots \\
\gamma_{(l+n-1) e_{i_{1}}} & \gamma_{(l+n) e_{i_{1}}} & \cdots & \gamma_{(l+2 n-2) e_{i_{1}}}
\end{array}\right|, \quad l=1,2,
$$

and for $1 \leq i_{k+1} \leq i_{k}-1,2 \leq i_{p} \leq i_{p-1}, 1 \leq p \leq k, k \geq 1$ and $n \geq 1$

$$
\begin{equation*}
(-1)^{n} H_{e_{i_{k+1}}}^{e_{i(k)}}(n)>0, \quad(-1)^{n} H_{2 e_{i_{k+1}}}^{e_{i(k)}}(n)>0 \tag{10}
\end{equation*}
$$

where
for formal multiple power series (3) we obtain multidimensional $S$-fraction with independent variables (1), where the $a_{e_{i(k)}}$ for all $e_{i(k)} \in \mathcal{E}_{k}$ and $k \geq 1$ can be defined by the appropriate formulae [19, formulae (2.9a), (2.9b), (2.10a), and (2.10b)].

Finally, it follows immediately from [19, Theorem 2.1] that the above-mentioned multidimensional S-fraction with independent variables (1) corresponds to the formal multiple power series (3) at $\mathbf{z}=\mathbf{0}$.

Hence, we have the following result.
Theorem 4. A multidimensional S-fraction with independent variables (1) corresponds at $\mathbf{z}=\mathbf{0}$ to the given formal multiple power series (3) if and only if the inequalities (9) for all $1 \leq i_{1} \leq N, n \geq 1$, and the inequalities (10) for all $1 \leq i_{k+1} \leq i_{k}-1,2 \leq i_{p} \leq i_{p-1}, 1 \leq p \leq k$, $k \geq 1, n \geq 1$, are satisfied.

### 1.4 Convergence

Convergence criteria have been given in $[2,3,5,6,9,12,20]$ for the multidimensional $S$-fractions with independent variables. However, the problem of the widest convergence domains and estimates of convergence rate for the above-mentioned branched continued fractions remains open.

## 2 Some branched continued fraction expansions

### 2.1 Functions of several variables

For some functions of several variables we give their multidimensional $S$-fractions with independent variables representations, each with their domain of convergence in the complex space. The speed of convergence of some given multidimensional $S$-fractions with independent variables are illustrated with some plots and typical evaluations.

Example 1. The function of two variables

$$
\begin{equation*}
f\left(z_{1}, z_{2}\right)=\sqrt{z_{2}} \arctan \sqrt{\frac{z_{2}}{1+z_{1}}} \tag{11}
\end{equation*}
$$

has a formal double power series given by

$$
\begin{equation*}
L\left(z_{1}, z_{2}\right)=\left(\sum_{l=0}^{\infty} \frac{(-1 / 2)_{l}}{l!}\left(-z_{2}\right)^{l}\right) \sum_{k=1}^{\infty} \frac{(-1)^{k-1}}{2 k-1}\left(z_{2} \sum_{l=0}^{\infty}\left(-z_{1}\right)^{l}\right)^{k} \tag{12}
\end{equation*}
$$

where $(\cdot)_{k}$ is the Pochhammer symbol defined for any complex number $\alpha$ and non-negative integers $k$ by $(\alpha)_{0}=1$ and $(\alpha)_{k}=\alpha(\alpha+1) \ldots(\alpha+k-1)$. Applying the above-mentioned algorithm to (12) yields the two-dimensional $S$-fraction with independent variables

$$
\begin{equation*}
\frac{z_{2}}{1+\frac{z_{1} / 2}{1+\frac{z_{1} / 4}{1+\frac{z_{1} / 4}{1+}}}+\frac{z_{2} / 3}{1+\frac{z_{1} / 2}{1+\frac{z_{1} / 4}{1+}}}+\frac{2^{2} z_{2} /(3 \cdot 5)}{1+\frac{z_{1} / 2}{1+}+\frac{3^{2} z_{2} /(5 \cdot 7)}{1+}}}, \tag{13}
\end{equation*}
$$

where $\left|\arg \left(z_{1}+1 / 2\right)\right|<\pi,\left|\arg \left(z_{2}\right)\right|<\pi$.
Plots of the values of the $n$th approximants of the two-dimensional S-fraction with independent variables (13) are shown in Figure 1. Here we can see the so-called "fork property" for a branched continued fraction with positive elements (see [1, Remark 4] or [8, p. 29]). That is, the plots of the values of even (odd) approximations of (13) approaches from below (above) to the plot of the function of two variables (11). Plots of the absolute error of the nth approx-


Figure 1. The plots of values of the $n$th approximants of (13)
imants of (13) are shown in Figure 2. In these plots, we can see that the rate of convergence of the two-dimensional $S$-fraction with independent variables (13), despite its structure, in the direction of growth of the variable $z_{2}$ is better than $z_{1}$. This is explained by the fact that in (13) branches with variable $z_{1}$ are periodic continued fractions, which are known to have a slow rate of convergence compared to others (see [35, Chapter 8]).

Finally, the numerical illustration of (12) and (13) is given in the Table 1. Here we compare the relative errors of the approximation of function of two variables (11) by the partial sums of the formal double power series and the approximants of the corresponding two-dimensional S-fraction with independent variables. As a results, the nth approximant of (13) is eventually a better approximation to (11) than the $n$th partial sum of (12) is.


Figure 2. The plots of absolute error of the $n$th approximants of (13)

| $\left(z_{1}, z_{2}\right)$ | $(11)$ | $(12)$ | $(13)$ |
| :--- | :---: | :---: | :---: |
| $(-0.9,0.9)$ | 1.184948863 | $4.22581 \times 10^{-2}$ | $1.26921 \times 10^{-2}$ |
| $(-0.1,0.8)$ | 0.676159596 | $1.05461 \times 10^{-2}$ | $1.11297 \times 10^{-4}$ |
| $(0.2,0.7)$ | 0.545712469 | $4.26445 \times 10^{-2}$ | $6.72182 \times 10^{-5}$ |
| $(0.8,0.9)$ | 0.58389532 | $5.2986 \times 10^{-1}$ | $4.16608 \times 10^{-4}$ |
| $(0.9,0.1)$ | 0.071313601 | $1.35009 \times 10^{-1}$ | $2.23898 \times 10^{-4}$ |
| $(0.2,0.1)$ | 0.088871039 | $3.3224 \times 10^{-4}$ | $7.83672 \times 10^{-7}$ |
| $(-0.1,0.1)$ | 0.101746459 | $2.38433 \times 10^{-7}$ | $8.88188 \times 10^{-9}$ |
| $(-0.8,0.2)$ | 0.351240737 | $6.24974 \times 10^{-2}$ | $7.80438 \times 10^{-3}$ |

Table 1. Relative error of 5th partial sum and 5th approximant

Example 2. For

$$
\begin{equation*}
f\left(z_{1}, z_{2}\right)=\sqrt{1+z_{1}} \ln \left(1+\frac{z_{2}}{1+z_{1}}\right) \tag{14}
\end{equation*}
$$

we have

$$
\begin{equation*}
L\left(z_{1}, z_{2}\right)=\left(\sum_{l=0}^{\infty} \frac{(-1 / 2)_{l}}{l!}\left(-z_{2}\right)^{l}\right) \sum_{k=1}^{\infty} \frac{(-1)^{k-1}}{k}\left(z_{2} \sum_{l=0}^{\infty}\left(-z_{1}\right)^{l}\right)^{k} \tag{15}
\end{equation*}
$$

and find that $a_{1, l}=1 / 2, a_{k, l}=1 / 4, a_{0,1}=1, a_{0,2 l}=1 /(4 l-2)$, and $a_{0,2 l+1}=1 /(4 l+2)$ for $k \geq 2$ and $l \geq 1$. The two-dimensional $S$-fraction with independent variables representation of the function of two variables (14) is

$$
\begin{equation*}
\frac{a_{0,1} z_{2}}{1+\frac{a_{1,1} z_{1}}{1+\frac{a_{2,1} z_{1}}{1+}}+\frac{a_{0,2} z_{2}}{1+\frac{a_{1,2} z_{1}}{1+}+\frac{a_{0,3} z_{2}}{1+}}}, \tag{16}
\end{equation*}
$$

where $\left|\arg \left(z_{k}+l_{k} / 4\right)\right|<\pi, l_{k}>0, l_{1}+l_{2} \leq 2$ for $k=1,2$.
Plots of the values and absolute error of the nth approximants of the two-dimensional S-fraction with independent variables (16) are shown in Figures 3 and 4, respectively. A numerical illustration of (15) and (16) is given in the Table 2. Here we have results like to the results in Example 1.

Note that the branched continued fraction expansion of the function of several variables given in [19, Example 3.2] is also multidimensional $S$-fraction with independent variables.


Figure 3. The plots of values of the $n$th approximants of (16)


Figure 4. The plots of absolute error of the $n$th approximants of (16)

| $\left(z_{1}, z_{2}\right)$ | $(14)$ | $(15)$ | $(16)$ |
| :--- | :---: | :---: | :---: |
| $(-0.9,0.9)$ | 0.72814134 | $4.55047 \times 10^{-2}$ | $3.53063 \times 10^{-3}$ |
| $(-0.1,1)$ | 0.708869823 | $2.39618 \times 10^{-2}$ | $4.93611 \times 10^{-8}$ |
| $(0.1,0.1)$ | 0.091258302 | $1.15296 \times 10^{-8}$ | $3.04143 \times 10^{-16}$ |
| $(0.2,-0.9)$ | -1.518609386 | $3.86895 \times 10^{-3}$ | $1.8452 \times 10^{-5}$ |
| $(1.1,-0.8)$ | -0.694967418 | $3.35801 \times 10^{-2}$ | $5.33114 \times 10^{-11}$ |
| $(2,0.1)$ | 0.056793639 | $1.00592 \times 10^{0}$ | $3.98912 \times 10^{-6}$ |
| $(-0.1,5)$ | 1.783821412 | $1.0 \times 10^{0}$ | $3.20199 \times 10^{-4}$ |
| $(10,10)$ | 2.144619685 | $1.0 \times 10^{0}$ | $5.26825 \times 10^{-3}$ |
| $(1,40)$ | 4.305604922 | $1.0 \times 10^{0}$ | $1.9013 \times 10^{-2}$ |
| $(50,2)$ | 0.274704191 | $1.0 \times 10^{0}$ | $1.27757 \times 10^{-1}$ |

Table 2. Relative error of 10th partial sum and 10th approximants

### 2.2 Mathematical constants

The calculation of mathematical constants has been a topic of investigation for mathematicians throughout the centuries [15, Chapter 10]. Some modern applied problems of approximation of numbers by continued fraction expansions are considered in $[27,28,31,36]$. Here we show how branched continued fractions can be relevant in connection with some of the important mathematical constants.

Example 3. An important irrational number $\sqrt{2}$ is the diagonal of a unit square, sometimes called Pythagoras' constant. The numerical value of this algebraic number is

$$
\sqrt{2}=1.414213562373 \ldots
$$

The constant $\sqrt{2}$ can be obtained from [19, Example 3.4]

$$
\begin{aligned}
\sqrt{2}=1 & +\frac{1 / 6}{1+\frac{/ 12}{1+\frac{1 / 12}{1+}}}+\frac{1 / 6}{1+\frac{1 / 6}{1+\frac{1 / 12}{1+}}+\frac{1 / 12}{1+\frac{1 / 6}{1+}+\frac{1 / 12}{1+}}} \\
& +\frac{\ddots .6}{1+\frac{1 / 6}{1+\frac{1 / 12}{1+}}+\frac{1 / 6}{1+\frac{1 / 6}{1+}+\frac{1 / 12}{1+}}+\frac{1 / 12}{1+\frac{1 / 6}{1+}+\frac{1 / 6}{1+}+\frac{1 / 12}{1+}}}
\end{aligned}
$$

The approximants $f_{4}$ and $f_{5}$ yield

$$
1.414130953<f_{4}=\frac{1101279537351}{778767719747}<\sqrt{2}<\frac{2566545667666280407}{1814812946556935598}=f_{5}<1.414220497
$$

where

$$
\left|f_{4}-f_{5}\right| \leq 8.95447 \times 10^{-5}
$$

Example 4. The one of the most important mathematical constant $\pi$ is defined as the area enclosed by the unit circle. The numerical value of this algebraic number is

$$
\pi=3.141592653589793238 \ldots
$$

The expression

$$
\pi \sqrt{2}=\frac{8}{1+\frac{1 / 2}{1+\frac{1 / 4}{1+\frac{1 / 4}{1+}}}+\frac{2 / 3}{1+\frac{1 / 2}{1+\frac{1 / 4}{1+}}}+\frac{2^{2} \cdot 2 /(3 \cdot 5)}{1+\frac{1 / 2}{1+}+\frac{3^{2} \cdot 2 /(5 \cdot 7)}{1+}}} .
$$

follows immediately from the Example 1. The value $\pi \sqrt{2}$ is enclosed by

$$
4.441178421<f_{6}=\frac{199851135120}{44999573573}<\pi \sqrt{2}<\frac{750454176962984}{168898725446623}=f_{7}<4.443219894
$$

with

$$
\left|f_{6}-f_{7}\right| \leq 2.041473 \times 10^{-3}
$$

Thus, several numerical experiments show the efficiency, power and feasibility of using the branched continued fractions in order to numerically approximate certain functions of several variables from their formal multiple power series.
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У статті розглядається задача наближення функцій багатьох змінних гіллястими ланцюговими дробами, зокрема, вивчається відповідність між формальним кратним степеневим рядом і так званим "багатовимірним $S$-дробом з нерівнозначними змінними". Встановлено необхідні та достатні умови для розвинення формального кратного степеневого ряду у відповідний багатовимірний $S$-дріб з нерівнозначними змінними і прикладами показано ефективність та доцільність використання гіллястих ланцюгових дробів для чисельного наближення деяких функцій багатьох змінних на відміну від їх формальних кратних степеневих рядів.

Ключові слова і фрази: гіллястий ланцюговий дріб, неперервний дріб, кратний степеневий ряд, алгоритм, відповідність.
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