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Abstract. The article addresses the challenges of modelling the collective intelligence of innovation-
integrated enterprises in the context of digital transformation. An overview of mathematical models
used to describe collective intelligence technologies is given. It is noted that collective intelligence
technologies focus on the effective use of intellectual potential in working with an enterprise’s
organisational capital. The concept of IQ as a measure of intelligence has been confirmed as
applicable to the enterprise. The paper proposes a new mathematical model for calculating the
collective intelligence quotient IQ, which makes it possible to compare group capabilities with
individual ones, and, in particular, allows demonstrating the possibility of increasing the efficiency
of the intelligence quotient for each group member by dividing work according to the competencies
of the participants. This mathematical model for calculating collective IQ can serve as a basis for
assessing the efficiency of enterprises in using collective technologies. To address the most difficult
modelling task — the synergy of the intelligence of different people in the course of joint work — a
model is proposed that assesses synergy based on participants' analytical or creative abilities. A
variant of such synergy is a joint solution to a problem using brainstorming technology. The
proposed model enables assessing the effectiveness of collaboration and can also be used to select
participants for collaboration. The scientific novelty of the study lies in the study of collective
intelligence technologies in enterprise management, substantiation of the place of these technologies
in the tasks of corporate informatization and calculation of the effectiveness of new technologies,
which made it possible to prove the special role of collective intelligence technologies in the
organization of work in the knowledge age. The results of scientific research and the authors'
practical recommendations contribute to the effective use and development of collective intelligence
in the design of knowledge management systems at enterprises and their network associations in
promising knowledge-intensive technological areas.
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1. INTRODUCTION

As traditional information technologies used in business free employees from routine tasks and
provide self-service to customers and partners, enterprises will face challenges that increasingly require
creative teamwork. The innovation competition, currently observed in the high-tech, finance, and
telecommunications sectors, will become common across all large enterprises. Meanwhile, collective
intelligence technologies are sporadically used to organise expert community groups or, in a simplified
form, in organisational knowledge management systems that use CoP tools.


mailto:h.ostrovska@gmail.com

Modeling the Collective Intelligence of Innovatively Integrated Enterprises 85

To develop specific methods of use in the economy, collective intelligence technologies require
measuring the effectiveness of collective creative activity. It is necessary to investigate how such
measurements can be linked to the assessment of human capital within the enterprise, so that the
economic impact of introducing collective intelligence technologies can be calculated. Another necessary
issue is the study of personality psychology in the organization of collective creative work systems. The
professional community's ability to manage the psychology of relationships is difficult to overestimate.

Collective intelligence technologies increase the efficiency of creative activity by precisely matching
participants' competencies and reducing the time and quality requirements of tasks (Jaiswal et al., 2023;
Gabsi, 2024). At the same time, some creative tasks require a collective search for unique solutions that
are beyond the expertise of the experts. In practice, brainstorming is used to generate such ideas,
enabling groups to find solutions that are difficult to find individually. How to organise (and whether it
is necessary) a networked brainstorming session in which remote experts can participate, and what the
limits are on the number and competencies of participants — these questions remain open. Collective
intelligence technologies are a new, still unexplored area of knowledge, but they have excellent
prospects for use across a wide range of corporate practices. In this regard, the effective use of collective
intelligence technologies is becoming increasingly important and relevant.

Collective intelligence technologies serve as a link between information systems that automate a
company’s business processes and employees with specific competencies (Schemmer et al., 2022). In
conventional activities, employees are selected so that their competencies align with the business
process, and in some cases, they receive appropriate training. In the case of intellectual activities, the
required competencies increase significantly. At the same time, they are related not only to the
professional sphere but also to organisational and creative abilities, which are complex and sometimes
impossible to teach (Rastogi et al., 2022). In addition, solving creative tasks usually does not fit into a
strict time frame and, when “assembled” into a single business process, can have unpredictable results.
In this regard, competency models for effective problem solving should be tailored to the business
process itself, enabling the distribution of problems within it to be tailored to specific employees
(Ostrovska et al., 2023). The interaction between competencies and business processes represents the
interconnection between explicit and implicit knowledge within companies. It is in this context that we
should talk about the effective management of intellectual potential. The key objective of collective
intelligence technologies is to effectively utilise an enterprise’s intellectual capital to manage
organisational capital.

2. LITERATURE REVIEW

Collective intelligence is a well-known postulate that when large human communities pool their
knowledge, experience, and insights, they can outperform the average participant in a range of practical
tasks. This “amplification effect” scales with group size, especially when participants have different
knowledge, experience, perspectives, or situational awareness (Malone, 2019). The concept of collective
intelligence was discovered by Sir Francis Galton in 1906. In the late nineteenth century, this concept
was associated with the studies of G. Tarda, E. Durkheim, G. Le Bon, S. Siegel, and G. Simmel.

The relevance of collective intelligence technologies for managing corporate knowledge amid digital
transformation is substantiated by a study (Ostrovska et al., 2021). In this context, the authors (Weng et
al., 2018) propose that all social networks be considered as a knowledge infrastructure of collective
intelligence. It is noteworthy to mention a study (Riedl et al., 2021) that proposes a methodology for
quantitatively assessing collective intelligence.

In studying collective intelligence technologies, the authors (Garzon et al., 2025) emphasise the
potential of collective intelligence structures as a promising direction in metaheuristic research. They
demonstrate the interaction between individual members and a specific community, which contributes
to the emergence of global solutions under unknown conditions, and illustrate similar emergent
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phenomena that manifest in social organisations. In this context, Naplyokov (2021) demonstrated that
collective emotional intelligence contributes to the development of a “collective mind” and to the
effective use of social capital, fostering a culture of trust and tolerance in which extensive networks of
voluntary associations emerge.

Several scientists (Willcox et al., 2023) present a new collective intelligence technology, hyper swarm
ranking and demonstrate that it allows online communities to generate group ratings much faster than
traditional methods. Another noteworthy paper (Rosenberg, 2025) explores the pursuit of collective
superintelligence through a new technology called conversational swarm intelligence, which enables
real-time conversational discussions among networked human groups of potentially unlimited size and
rapid decision-making through significantly enhanced collective intelligence.

The authors (Wu et al., 2024) analyse collective intelligence technologies in the context of their
application in industrial settings to create intelligent perception-cognition-decision-action processing
cycles that support a platform economy with distributed intelligence and reshape the ecosystems of
industrial development and the digital economy.

Currently, there is no consensus on precisely what collective intelligence technologies should
include. Collective intelligence technologies are understood to be tools and systems that bring together
the necessary number of people with their own individual goals into groups, but organised in such a
way that the collective intelligence and effectiveness of the group increase.

Despite the extensive bibliography on the issue under consideration, a full-fledged collective
intelligence combining people, networks, and computers has not yet been created. The literature
primarily consists of theoretical works based on a multi-agent approach. In addition to recognising the
holistic and adaptive nature of collective intelligence, the issues of integrating collective intelligence
with computer systems and technologies that frame it, the interaction of collective intelligence and
individual intelligence, and the scope of collective intelligence remain relevant.

3. RESEARCH OBJECTIVE, METHODOLOGY AND DATA

The purpose of the article is to develop and study models and mathematical methods for analyzing
microeconomic processes and systems using collective intelligence technologies. The object of research is
the process of modelling and analysing the characteristics of collective intelligence to improve the
efficiency of the management of innovation-integrated enterprises. The study examines the theoretical
and applied roles of developing mathematical models using collective intelligence technologies in the
context of the digital transformation of innovation-oriented enterprises.

The development of the theoretical and methodological approach should be based on the theory of
the phenomenon of collective intelligence of the individual and its development in activity; the theory of
organisation and competitive advantage; and motivation, creativity, and innovation.

General and special research methods: dialectical cognition; deduction and induction; generalisation
and scientific abstraction; synergetics; integrated use of systemic, expert, and comparative analysis;
economic and mathematical modelling; method of verification of conceptual models; formal and logical
development and justification; competence; dialectical and synergistic approaches.

4. RESULTS AND DISCUSSION
4.1. Modeling collective intelligence

Even though collective intelligence technologies are widely studied, and D. Engelbart coined the
term collective IQ in the mid-1990s, there are few mathematical models for calculating collective I1Q in
the literature. Obviously, the first work on calculating CIQ (collective IQ) is Szuba's (2001) research. The
author developed a quasi-chaotic numerical model that could simulate the collective solution of tasks
that cannot be solved by individuals, only through interaction between participants. The model is built
at the macro level, and, in this sense, the author even calls it simplified. Wolpert (2003), modelling the
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intellectual activity of groups, used game-theoretic methods to model the connections between group
members that must satisfy the various private interests of participants in the collective work. Wolpert
called the methods he and his colleagues used COllective Intelligence — COIN. Another researcher in the
field of collective IQ modeling was Schut (2010), who proposed a general model that takes into account
various characteristics of collective intelligence proposed in the works of other researchers, in particular,
Eben, Tom, Butz, Stanley, Bryant, Mikkulainen, and A. Engelbrecht.

Some field studies have attempted to calculate collective IQ in social networks (Kosinski et al., 2012).
In these circumstances, the results were close to those of traditional IQ tests, allowing comparisons
between the effects of group work and individual work. It has been demonstrated that, with an increase
in the number of participants (especially with the introduction of a system for selecting the most
competent), group IQ increases. However, when the group IQ is applied to the participants, it is lower
than the participants' individual IQs. Thus, crowdsourcing technologies are not effective for intellectual
work and are appropriate only for solving research problems.

Numerous studies on the efficiency of collective intelligence have also marked recent years. For
example, the work of Swiss scientists R. Mann and Helbing (2017) investigates the impact of incentives
on the efficiency of collective intellectual work. The authors built a simulation model in which a
collective forecast is formed by aggregating individual forecasts based on simple voting. In this context,
agents were “motivated” by rewards for accurate predictions. These studies confirm that collective
intelligence produces more accurate results (and converges to them faster) when agents are rewarded
not only for correct results, but also for correct predictions in the face of minority (“opposition”). A
similar study was presented by a group of scientists led by MIT professor Prelec et al. (2017). In the
survey, Bayesian methods were used to improve the accuracy of collective decision-making, and the
authors propose using hypothetical-scenario assessments as additional conditional probabilities.

Taiwanese researchers (Weng et al., 2018) conducted a large-scale study of the UPVoCI (user-
perceived values of collective intelligence). Out of 26 factors that influence the value of collective
intelligence, including strengthening interpersonal relationships, enhancing personal reputation, etc.,
they selected the 17 most influential ones. According to the authors, the new structural scale for
measuring UPVoClI will help determine companies' perceived values and the benefits of participating in
joint intellectual activities. This measurement scale also allows online social networking service
providers to assess potential limitations in users' perceptions of their services, thereby improving and
developing popular social networking features and platforms.

Collective intelligence refers to the collective behaviour of decentralised, self-organising systems that
can quickly coordinate their actions.

The effect of properly organised teamwork, taking into account participants' competencies, can be
seen through a simple mathematical model for calculating the collective intelligence quotient. Such a
model can also be used to automate group activities, as it allows estimating the distribution of work
among experts so that their time is minimised and quality is maximised. Since the collective IQ for a
group of 1 person should equal the individual IQ, the CIQ formula must be coordinated with the
individual IQ calculation.

Individual IQ tests are sets of tasks that assess different competencies (logical, spatial, permutation,
etc.) and vary in complexity, to be solved in a limited time. The solution to any problem involves a
probabilistic process that can be represented by a probability density function, such as (1).

t-a
p(t,ai,csi):die‘[z“‘zj (1)
where p is the probability that the task will be solved at time ¢, the value of ai can be interpreted as
the complexity of the task, and the value 1/0i can be interpreted as the analytical ability of the test subject
(at small values of oi or high analytical ability, the function degenerates into a 0-function). The task will
be solved at some point, i.e., there is a reliable event with probability 1.



88 Halyna Ostrovska, Shelestovskyi Borys

d[ p(ta,0,)dt =1 @

Calculating the integral, we find the normalizing multiplier d..

d, L

D)

t2
2t (©)

Here, @(x) is a Laplace function.
X

1
D (x) NomS .([ e
From a practical point of view, only the integral values of the probability density function make
sense: the value is the probability that the task will be solved at time t, and the value is the average time
to solve the task. If two tasks (1) and (2) of different complexity and with different analytical capabilities
are solved sequentially, the probability density that the first task will be solved in time ¢’ and the second

in time (t-t") for all values of t’ before time t is (4):
t

p<t'a1,2’61,2)zjp(x’ai’cl)'p(t_xiaz'cz)dx (4)

0

Fig. 1 shows the probability densities of the form (1) for solving problems of different degrees of
complexity and analytical capabilities separately (curves 1 and 2), as well as the probability of solving
two problems simultaneously (curve 3). It is easy to see that the “total” probability density is close in
shape to the distribution with less analytical ability, and the maximum corresponds approximately
(exactly, if one of the distributions is a o-function) to the sum of the complexity of solving individual
problems.
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Fig. 1. Probability density of problem-solving dynamics
Curve 1 - a =1, o, =4. Curve 2 — 3 =2, o, =1. Curve 3 — corresponds to the probability density of solving

two problems
Source: compiled by the authors

The most important property of the probability density function from the point of view of building a
model for calculating IQ is that the average time to solve two tasks is precisely equal to the sum of the
average time to solve each task separately, regardless of the task complexity and analytical capabilities
of those who solve them, according to equation (5):
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The additivity of the average time value means that any task can be decomposed into a set of simpler
tasks, whose total time will not change. Thus, the average time required to solve a task can serve as a
universal indicator of both its complexity and a person's analytical capabilities. As a rule, in the
management of an organization, business processes are structured in such a way that the time to solve a
task is longer than the average time to solve a task, taking into account the time of possible delay in
solving it, proportional to ¢, the inverse of which determines the analytical capabilities of the employee.
At the same time, it is implicitly assumed that o,is much smaller Ti (the probability density distribution
is close to the o0-function), meaning that employees have all the necessary competencies (sufficient
analytical capabilities) to solve tasks within the specified time frame. For complex intellectual tasks, the
probability density of their solution may differ significantly from a d-function. Given this, it is not the
average time to solve a problem that makes sense, but the probability of solving it in a given time
interval At, as determined by formula (6):

P(At,ai,ci)z'[p(x,ai,ci)dx. (6)

In real life (including during testing), the time available to solve a problem is always limited.
Therefore, it is the value of the probability of solving a problem (A#) that should be correlated with a
person’s intellectual abilities.

Let's assume that in IQ tests, a certain amount of time is allocated to each task (usually, the test
allocates time for each task, but the test subject allocates time for solving complex tasks). Then, if the test
taker is asked to solve several tasks, the time for each task is allocated proportionally. With this
approach, the number of tasks solved by the test subject equals the probability of solving one task
multiplied by the number of functions (each of which is allocated time). Such a testing algorithm allows
us to build a simple mathematical model for calculating the intelligence quotient, which will be valid for
both individual and collective IQ.

Here is our concept of a group competency matrix A.

pll p12 e plk
A _ p21 p22"' p2k
pnl an"' pnk

Pj is the probability of solving the problem in a given time, where i is the ordinal number of the
group member. And j is the ordinal number of the Competence( =1k )

Let us also set the group test matrix B:

by by by
o[ o by
by by by

Bij is the number of tasks (tests) corresponding to competence j that must be solved by a group

member with the sequence number i.
nok

Then the probable number of tasks solved by the group is equal tozzaijbij , and the group
i1 j=1

intelligence coefficient is equal to expression (7):
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As can be seen, when the number of group members (1) is 1, we get the usual model for calculating
IQ for one person, which summarizes the probabilities of solving tasks multiplied by their number in the
text:

k
|Q 1:Za1jb1j
j=1

If the values of bij of the group matrix do not depend on i, i.e., the task sets are the same for all group
members, the group IQ calculated by (7) will be equal to the average of the individual IQs of the group
members (8):

1 n K 1 n K 1 n
IQepynu==%> ay-by==3 > a;-b;==> 10 8)
N = n= = N

It's another matter if the group members cooperate, exchanging tasks so that their competencies are
used most effectively. Of course, such collaboration should not violate the rules for solving a common
task, as outlined in the group test matrix. This means that the redistribution of tests should not change
the total number of functions within a particular competence, and cannot exceed the number of tasks
(workload or time) for each group memberzk:bij = const =C, -

=1
Let’s introduce the concept of a collaborative group test matrix K:

X X Xy
Xyy  Xpperw Xy

Xnk

Conditions must be met:
n k
2% =B, 2b=C, ©)
i=1 j=1
Taking into account the definition of the collaboration matrix, the collective intelligence coefficient
will be determined as:
co=13%a (10)
N =
This is the formula for the collective intelligence quotient (CIQ), which, in general, does not coincide
with the definition of group IQ (8), but is related to it by the ratio (9). For now, let's use a simple
example to show that using a collaboration matrix to organise a group's work can increase the group's
IQ, even when the number of tasks and the time allocated to their solution remain constant. Let’s
assume that we have a group of 4 test subjects, and the tasks can be grouped into six competencies. Let’s
also assume, for simplicity, that the probabilities of the test subjects solving the tasks are either 1 (they
will definitely solve them) or 0 (they will definitely not solve them). A possible competency matrix for
group A is shown in Fig. 2 (left).

1(0])1]0 1({1]1]1 1{0f1]0
110]1]1 11 1]1]1 1(0f[1]1
0j1|0[0 1(1]1]1 0O(1(0]0
1(1]0]0 1(1]1]1 1(1[0]0
oj1|1f0 1| 1]1]1 oO(1(1]0
0jo0 1|1 11 1]1]1 0|0 (|1]1

3 3 4 2

Fig. 2. Competency matrix, group 1Q matrix and test results
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Source: compiled by the authors

Let’s assume that the group matrix of tests is also simple: each group of competencies is allocated the
same number of tests, equal to 1. The view of matrix B is shown in the centre of Fig. 2. Then it is easy to
see that multiplying the matrices (one by one) will give a matrix that coincides with the competency
matrix, the sum of which by columns shows the IQ of each participant, as shown in Fig. 2 on the right. In
this case, the group IQ equals the average IQ of the group's participants (3).

Now we’ll consider the case of using a collaboration matrix, as shown in Fig. 3.

1{0]1]0 210120 2101210
1 [0]1]1 00|04 00|04
0|1 |0]0 0[4]0]|0 0|4]|]0]0
1[{1]0]0 4 10]0]0 410]|0]0
0|1 |1]0 0212 |0 0122 ]0
010111 0]10] 2|2 00|22

6 6 6 6

Fig. 3. Competency matrix, collaboration matrix, and test results
Source: compiled by the authors

The collaboration matrix shown in the centre of the figure is consistent with the group test matrix
because the sums of the cells in each column (six in this example) and in each row (four) are equal. Each
test taker will have the same number of items to solve, and the total number of items per competency
will match those in the group test matrix. However, if the competency matrix and the collaboration
matrix are multiplied (i.e., the test items are redistributed among the participants), the results shown by
the group members - in the figure on the right - will be different, with each subject showing the
maximum possible result (six), and, therefore, the collective CIQ will be twice as high as in the previous
case, when the participants did not exchange tasks. When organizing work within collective intelligence
technology framework, it is essential to define a collaboration matrix. No tests are needed in the real
world of organisations. However, as shown, any task can be divided into subtasks, and the average time
to solve them equals the average time to solve the overall task. If the division into functions is carried
out in such a way that each task requires separate competencies and approximately the same time, then
the collaboration matrix will allow you to distribute these tasks in a group in such a way as to maximize
the probability (or quality) of their solution.

Let’s take a closer look at the algorithm for calculating the collaboration matrix. The collaboration
group matrix of tests K depends both on the group IQ matrix of tests B (whose elements are greater than
zero and determine the number of tasks with the time allotted for their solution), with which it is
connected by the relations (9), and on the competence matrix A, since it must satisfy the requirement of
maximum value (10).

To obtain the maximum value of CIQ, it is necessary to find the maximum of the linear function of
the variables xij subject to the constraints (9).

n k
u :Zzaij X = A Xy A X, tndy s Xy Fy Xy T8y, Xy T8y Xy
i=L j=1

Fot 8 Xy F 8 Xy e B Xy (11)

This is an integer linear programming problem for which methods have been developed, and
programs are available (e.g., Excel).

Suppose there is a group of eight experts, and 20 different competencies can be distinguished in the
tasks. The probability of experts solving the tasks, depending on their competencies, is unevenly
distributed.

Table 1 shows the competency matrix.
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Tab. 1
Competency matrix
Competencies / Participants 1 2 3 4 5 6 7 8
1 0,06 0,00 0,01 1,00 0,08 0,00 0,03 0,00
2 0,12 0,00 0,03 0,95 0,16 0,00 0,06 0,00
3 0,20 0,00 0,08 0,82 0,27 0,00 0,10 0,00
4 0,28 0,00 0,16 0,64 0,36 0,00 0,15 0,00
5 0,32 0,02 0,27 0,45 0,40 0,00 0,22 0,00
6 0,33 0,07 0,36 0,29 0,36 0,00 0,29 0,00
7 0,32 0,22 0,41 0,17 0,27 0,00 0,37 0,00
8 0,33 0,51 0,39 0,09 0,17 0,00 0,44 0,00
9 0,34 0,85 0,35 0,04 0,09 0,00 0,48 0,00
10 0,35 1,00 0,33 0,02 0,07 0,02 0,50 0,01
11 0,34 0,85 0,35 0,01 0,09 0,07 0,48 0,02
12 0,33 0,51 0,39 0,00 0,17 0,22 0,44 0,04
13 0,32 0,22 0,41 0,00 0,27 0,51 0,37 0,09
14 0,33 0,07 0,36 0,00 0,36 0,85 0,29 0,17
15 0,32 0,02 0,27 0,00 0,40 1,00 0,22 0,29
16 0,28 0,00 0,16 0,00 0,36 0,85 0,15 0,45
17 0,20 0,00 0,08 0,00 0,27 0,51 0,10 0,64
18 0,12 0,00 0,03 0,00 0,16 0,22 0,06 0,82
19 0,06 0,00 0,01 0,00 0,08 0,07 0,03 0,95
20 0,02 0,00 0,00 0,00 0,03 0,02 0,02 1,00

All elements of the group test matrix b, i = 1

Source: compiled by the authors

The average indicator of the work of such a group without collaboration is 4.54. If collaboration is
used in this group's work, its efficiency can increase almost threefold (2.84, to be exact), up to 12.87. The
collaboration matrix calculated by the described algorithm is shown in Table 2.

Tab. 2
Collaboration matrix
3 4

Competencies / Participants
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18 4 0 0 0 0 0 0 4
19 0 0 0 0 0 0 0 8
20 0 0 0 0 0 0 0 8

Source: compiled by the authors

Interestingly, in collaborative settings, individual participants may be less effective than when
working alone. Thus, in the calculations, the first participant, who is the most effective in individual
tests and solves an average of 5 problems out of 20, will show lower efficiency in collaboration, solving
an average of 4.77 issues out of 20. Instead, some of the group members will achieve performance
several times higher than their own and the group's highest performance. In the above case, the average
performance of the four participants will be even higher than 18 out of 20 (the second, fourth, sixth, and
eighth). In practice, organisations can still improve efficiency because, unlike testing, in real life, there is
no strict requirement for an even distribution of all group members - free participants can be used to
handle other tasks within the enterprise.

The algorithm for teamwork organisation, based on collective IQ calculation, resembles the division
of labour, except that it applies to intellectual rather than physical labour. The appropriate breakdown of
the overall task into subtasks, along with personnel recruitment, contributes to the effective use of
scholarly potential.

However, in intellectual activities, collaboration can lead to increased efficiency not only through
competent distribution of responsibilities, but also through joint activities. It is not easy to model such
processes, but it is possible to evaluate their effects to understand how to use them in collective
intelligence technologies.

4.2. Modeling the effect of expert collaboration

The distribution of tasks based on competencies is not the only condition for increasing the efficiency
of collective intellectual activity. The proper organisation of joint work on a single task is essential. Let
us consider a mathematical model of expert collaboration to assess the effects of joint work and
determine which experts should be combined. The collaboration model will concern the joint work of an
analyst and an “idea generator”.

The division of experts into analysts and “idea generators” is an essential component of the
brainstorming method. To understand how synergy is achieved in the interaction between an idea
“generator” and an analyst, we will utilise the probability density functions mentioned above to solve
the problem by choosing model distributions that can be integrated analytically. In particular, for an
expert with creative abilities to “generate” ideas, we will select the following form of the probability
density function (12):

i 2
Yy —Ot—zt2 +2—a , Ostst—o;
t; t o}
3 (12)
P(t)=| 7 by 207l
o a
2 2 _
" [_“_Z(t 2 1t0j 1}, 207y crenm,
[ o}
where 2to is the time for solving the problem, and is a coefficient that characterizes the uniformity of
the problem.
Yk - is determined from the following equation:

% 3a 1
ykJ'Pk(x)dx:l, Yx =M (13)

0
For an expert with analytical skills, it is possible to take:
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(t—toz)z

p.(t)=v, ** (14)
1 (15)

Ya=
21, [0, 5+ d)(toj]
Ga

In this case, 0. is a coefficient that determines the uniformity of the solution. When ¢ and o. is
sufficiently large, both distribution density functions will be approximately the same. For small o. and
Pu(t), the point will be located near ¢ = to (Fig. 4).
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Fig. 4. Probability density distribution

Curve 1—Px (t) Curve 2— P (t)
Source: compiled by the authors

The probability densities are chosen so that, in both cases, the average time to solve the problem is to.
This can be interpreted as the analyst solving problems strictly according to the algorithm, exhaustively
considering all possible solutions. At the same time, the idea “generator” intuitively guesses the solution
quickly, and sometimes, on the contrary, spends more time searching for it.

Let’s find the probability distribution functions that determine the probability of solving the problem

t

F(t):J. p(x)dx

0

depending on t:
" —a—2t3+2t2 1 Ogtst—o;
3t o
t 20.—1 (16
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Fig. 5 shows the probabilities of solving problems for relatively large values of t, =10, o =1.
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. Curve 2 — r (t) in case of b

The graph shows that an analytical expert is unlikely to solve the problem before time ¢t =7 and is
almost sure to solve it at time t = 14. In contrast, an expert with creative competencies will definitely
solve the problem only at t = 20, but is quite likely to solve it at smaller values of t. The probability
function defined above can be interpreted not only as a probability, but also as a percentage of task
completion. Of course, a particular task can either be solved entirely or not. But in some cases, partial
completion of a task makes absolute sense, for example, when performing a research project, when one
scientist can conduct only part of the research, while another can finish it.

This interpretation of the probability function allows us to understand how the probability of solving
a problem changes when two experts work on it simultaneously, one an analyst and the other an “idea
generator.” The same interpretation allows modelling the joint work of experts on the same task: the
probability value (i.e., the volume of functions) should not change during the transfer of the solution.
Mathematically, this means that the probability function of a joint solution to a problem (when
transferring a problem from one to another) must be continuous.

The continuity of the probability function for joint problem-solving is quite apparent. Still, this
property alone does not allow us to determine when the task can be transferred to another participant. It
is possible to formulate a hypothesis that when a task is transferred from one participant to another, it is
necessary to ensure that not only the volume of the solved task, but also the dynamics of its solution are equal.
There is no evidence for this hypothesis yet, but there is empirical evidence that partially supports it. For
example, the paper (Alterman & Harsch, 2017) studied students’ collaboration, conducted remotely
using network tools (blogs, wikis, etc.). It showed that students are more successful in collaborative
work when the task-solving style (skills, knowledge, goals, and plans) of their partners is more similar to
and easier for them to understand. This hypothesis implies that the collaborative probability function of
a joint solution should not only be continuous, but also smooth (with the first derivative continuous or
the probability density function constant).

Fig. 4 shows the probability density functions for solving the problem for such experts as a function
of the value. & = 4, oa= 1. The figure shows that at the time interval 7, determined by the relation P«(71)
= Pa(T1), when =z < to, an expert with creative thinking will be more effective than an analyst. But this is
true if each of them solves the problem separately. If they solve the same problem together and the
analyst can use his colleague's ideas, then he will become more effective much earlier than after time z.
Only now should the probability densities for solving the problem be compared, not their integrals.

Fig. 5 shows that in time 7, an expert who “generates” ideas is equally likely to solve the same part
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of the problem as an analyst would solve in time z. Here, 7 is determined from the equation A(z) =
Fo(n). This means that after time 2, it is advisable to transfer the solution of the problem from the
“generator” of ideas to the analyst. In Fig. 6, the composite curve describing the collaboration activities
of experts is shown as curve 3. In fact, collaboration reduces the time required to solve the problem by
an amount equal to the difference (71 - 7). According to the task parameters shown in the figure, the
time values are as follows: 1 ~ 8,0 and 12 ~ 1,22; therefore, the time required to solve the task can be
reduced by 6.78. It should be noted that a creative expert who “generates” ideas takes less time to solve
the problem than an expert analyst (in the above case, more than 4 times). This suggests that, to use
collaboration in creative activities effectively, it is advisable to assign one idea “generator” to work with
several analysts. Management practice, which usually assigns the role of creative specialist to the head
of a department, confirms this: employees, who are always few in number, bring the manager's ideas to
fruition.

0.8

07

06

05F

04

A4

03¢
02

0.1

I

¥
\

0 5 10 15 20

Fig. 6. Probability distribution functions
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The values z1 and 7 can be determined graphically or analytically from the functional equations:
1
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Collective intelligence technologies, in addition to the expert's competencies, must also take into
account their ability to serve as an “idea generator” or an analyst, and these capacities can vary across
fields of knowledge. Therefore, when organising research or scientific activities, it is highly essential to
consider how a participant solves problems — as an analyst or as a “generator” of ideas — to more
effectively include them in teamwork.

Note that the variant of brainstorming technology described in this study is limited. At the same
time, the possibility of effectively organising group brainstorming via network communication remains
in question. World practice shows the following about network brainstorming: within the framework of
group work on the network, you can interact well with each other and work constructively with
documents, but this is not the same as working and collaborating with the entire group present.
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However, collective intelligence technologies do not limit collaboration to networking; networked
communications do not cancel out personal communications, but rather facilitate them.

The proposed models demonstrate a high degree of universality and can be applied across different
types of economic activity without strict sectoral limitations. Their mathematical foundation, based on
probabilistic functions and competency distribution matrices, is not tied to any specific industry,
enabling the formalisation of virtually any business process in terms of tasks and competencies. In this
respect, the models preserve their validity regardless of the scale of the enterprise or the sectoral context,
since the differences concern only the configuration of the input parameters rather than the
methodological principles. Such adaptability ensures the models' applicability in both knowledge-
intensive industries and more traditional economic sectors, requiring only minor adjustments to reflect
organisational specificities. Consequently, in practical application, the models have virtually no strict
limitations, which confirms their broad relevance in the context of innovation-driven economic
development.

5. CONCLUSIONS

One of the most critical tasks of an innovation-oriented enterprise is the efficient use of human
intellectual capital. This is possible only if there is a competence management system and a selection of
specialists for group problem-solving, both of which significantly increase the productivity of scholarly
work. In this regard, it is necessary to understand and evaluate the characteristics of such productivity.
One of these characteristics may be the collective (group) intelligence quotient (IQ). It is shown that the
collective intelligence quotient can be calculated by analogy with the calculation of individual IQ, as the
number of tasks solved by a group of experts in a given time. The concept is introduced, and an
algorithm for constructing a collaboration matrix that accounts for group members' competencies is
described, thereby increasing each group member's IQ above the maximum IQ of an individual expert.

In addition to effective task distribution based on specialists' competencies in group work, collective
participation synergy is also essential. In this paper, based on the probability function for solving a task,
which formally corresponds to the scope of solving a complex task, a model is proposed to show the
effect of collaboration synergy. It has been proven that if the possibility of solving a problem by a
specialist with analytical skills is localised in a limited area, and by a specialist with creative skills in a
wide area, then their joint participation in solving the problem can reduce the time required to solve it
several times.

Managing business processes based on collective intelligence technologies will require implementing
a competency-based approach, with competencies continuously measured as part of the feedback
process. Measuring competencies will enable the business process management system to adapt to
changing conditions and to change or retrain employees. Enterprises that are the first to establish such
business process management systems will have a competitive advantage in the field of innovative
development.
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Ocrposcpka 'aanna, [lleaecroschknit bopuc. MoaearoBaHHs KOA@KTMBHOIO iHTeAEKTY iHHOBALiiHO iHTerpoBaHMX
mignpuemcts. 2XKypraa [puxapnamcviozo yrisepcumemy imeti Bacurs Cmegpanuxa, 12 (4) (2025), 84-100.

CraTTsl TIpucBsueHa IpoOaeMaM MOJeAIOBaHHsA KOJAeKTMBHOTO iHTeAeKTy iHHOBaIlifiHO iHTerpoBaHMX
MiANIPMEMCTB B yMoBax nudposoi TpaHcpopMmarii. JaHO Orasg MareMaTUIHNX MOJAeAell, IO BUKOPUCTOBYIOThCS
A5l OIINCY TEXHOOTi KOAeKTUBHOTO iHTeAeKTy. 3a3HaueHo, 110 TeXHOAOTil KOAeKTUBHOTO iHTeAeKTy Opi€HTOBaHi
Ha eeKTMBHe BUKOPVCTaHHSA iHTeAeKTyaAbHOTO IIOTeHIliady B IIpoIjeci pobOTH 3 OpraHisalliiffHUM KalliTaaoM
migupuemcrtsa. IliaTBepasxeHo, mo moHATTA KoedimieHTa iHTeaekTyaabHOcTi IQ Moske OyTm 3aCTOCOBHUM 40
MiANIpMEMCTBA. JallpOIIOHOBaHa HOBa MaTeMaTM4YHa MOJeAb PO3PaxyHKy KOJEeKTMBHOIO Koedilli€eHTa
iHTeaeKkTyaabHOCTI IQ, 1m0 ga€ 3Mory 3piBHATHU I'PYIIOBi MOXKAMBOCTI 3 iHAMBiIAyaAbHUMI, i, 30KpeMa, A03BOASE
MIPOAEMOHCTPYBaTU MOXKAUBICTb MiABUIIeHHA e(PeKTUBHOCTI Koe]illieHTa iHTeAeKTYyaAbHOCTI 445 KOXKHOTO 4JleHa
TPyIHU 3a paXyHOK PO3I104iay poOiT BiAIOBIAHO 40 KOMIIETeHIIili yJyacHuKiB. LIs1 MaTeMaTiiuHa MogeAb pO3paxyHKy
KOAeKTMBHOTO IQQ Mo’ke cTaTM OCHOBOIO OLIHKM e(eKTMBHOCTI MMiAIPMEMCTB 3 IIOTAAAY BUKOPVCTAHHS
KOAEKTVMBHIX TeXHOAOTiN. JAs BUpiIIeHHS HaMOiABII CKAaAHOTO A4Sl MOJAEAIOBaHHS 3aBJaHH: — CHUHepril
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IHTEeAEKTY Pi3HUX AIOAeM ITiJ Jac CIiAbHOL p060TI/I, — 3aIPOIIOHOBAHO MOJEeAb, IO Aa€ 3MOTIy OLIIHIOBaTU CMHEPTiIO
3a/€>XKHO BiA aHaAITUYHIX UM KpeaTUBHUX 3410HOCTel yyacHUKIB Koaabopariii. BapianToM Takoi ciHeprii € criabHe
BUpIIIIeHHsI 3aBJaHH: 3a TEXHOAOTI€I0 OpelfTHCTOPMIHT. 3alIpOIIOHOBAHA MOAeAb Aa€ 3MOTY OLiHUTU epeKTUBHICTh
KoAabopariii, a Tako>XX Mo>Xe OyTM BUKOPMCTaHA i AK IHCTPyMEHT BiADOpy ydacHUKiB 4451 Koaabopanii. Haykosa
HOBM3HA AOCAIAKeHHSI II0AATa€ Yy AOCAiAKeHHI TEeXHOAOTiNI KOAeKTMBHOIO IHTeAeKTy B yIpaBAiHHI
MiATPUEMCTBOM, OOIPYHTYBaHHI MICIII HUX TEXHOAOTINl y 3aBAaHHIX KOpPIIOpaTMBHOI iH(popMaTmsariii Ta
PO3paxyHKy e(eKTUBHOCTI HOBUX TEXHOOTi, IO A4a10 3MOTIY AOBECTV OCOOAVBY POAb TEXHOAOTiN KOAEKTHBHOTO
iHTeAeKTy B OpTaHi3amii mparii B erroxy 3HaHb. Pe3yabTaTy HAyKOBUX pO3POOOK i MpaKTUIHI peKOMeHJallil aBTOpPiB
CIIPUAIOTH €(PEKTUBHOMY BUKOPMCTAHHIO Ta PO3BUTKY KOAEKTVMBHOTO IHTEAEKTY B IIPOLleci IIPOeKTYBaHH: CICTEMU
MEeHe/AXMeHTy 3HaHb Ha IIAIPHMEMCTBAX, IX MepeXXeBUX OO0'€AHaHHAX Y IIePCIIeKTMBHUX HayKOEMHIX
TEeXHOAOIIYHUX HalpsMax.

Karo4dosi caoBa: OisHec-miporjecy, KOAEKTMBHMII iHTeA€KT, KOMIIETeHIlii, iHTeAeKTyaAbHa AisSABHICTS,
OpeltHCTOpMiHT, KOoAabopalliiiHi iHCTpyMeHTH, AI0AChKIUII iHTeAeKTyaAbHII IOTeHITiaa.



